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Figure 1: GANtlitz generates ultra high resolution multi-modal appearance maps: albedo, specular attenuation, and displacements/normals.
These maps can be used to render diverse digital humans in traditional rendering pipelines.

Abstract
High-resolution texture maps are essential to render photoreal digital humans for visual effects or to generate data for machine
learning. The acquisition of high resolution assets at scale is cumbersome, it involves enrolling a large number of human
subjects, using expensive multi-view camera setups, and significant manual artistic effort to align the textures. To alleviate these
problems, we introduce GANtlitz (A play on the german noun Antlitz, meaning face), a generative model that can synthesize
multi-modal ultra-high-resolution face appearance maps for novel identities. Our method solves three distinct challenges: 1)
unavailability of a very large data corpus generally required for training generative models, 2) memory and computational
limitations of training a GAN at ultra-high resolutions, and 3) consistency of appearance features such as skin color, pores and
wrinkles in high-resolution textures across different modalities. We introduce dual-style blocks, an extension to the style blocks
of the StyleGAN2 architecture, which improve multi-modal synthesis. Our patch-based architecture is trained only on image
patches obtained from a small set of face textures (<100) and yet allows us to generate seamless appearance maps of novel
identities at 6k×4k resolution. Extensive qualitative and quantitative evaluations and baseline comparisons show the efficacy
of our proposed system. (see https://www.acm.org/publications/class-2012)

CCS Concepts
• Computing methodologies → Machine learning; Texturing;

1. Introduction

Capturing high-quality multi-model texture maps from real humans
is a challenging task, involving multi-view camera setups, care-
fully designed illumination, geometry and appearance reconstruc-
tion, as well as manual topology alignment and clean-up. Collect-
ing a large-scale dataset is therefore a very expensive and logis-
tically complex endeavor, further complicated by privacy implica-
tions.

We present a generative model that can synthesize texture
maps of novel identities at very high resolution (6144x4096) from
very few training samples (<100). The generated textures include
albedo, specularity, and displacements maps from which normals
can be computed. Advances in generative adversarial networks,
such as StyleGAN [KLA18], allow for generating visually rich im-
agery in specific domains such as human faces. However, the task
of generating high-resolution textures comes with two unique chal-
lenges not addressed by state-of-the-art models.
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The first challenge is the lack of availability of high-resolution
texture maps at a large scale. Training diffusion or generative mod-
els, such as StyleGANs [KLA18; KLA*19; KAL*21], requires tens
of thousands of images of a given domain. Fewer images lead to
either divergent training or mode collapse, severely restricting the
diversity of generated images [BGA*22]. We address the severe
data scarcity using various discriminator augmentations, similar to
[KAH*20].

The second challenge is that representing intricate appearance
details requires extremely high resolution. State-of-the-art models
already push the limits of compute and memory on modern hard-
ware. StyleGANv3 [KAL*21] takes over 3 months to train on an
NVIDIA V100 GPU with 16GB memory at 1K image resolution.
For 4K, a 16-fold increase would thus make training prohibitively
slow. While the compute requirements may be satisfied by training
on multiple GPUs in parallel, memory limitations prevent the pro-
cessing of batches of high-resolution training images - GPUs with
roughly 1TB of memory would be required.

Our method provides a solution to both problems, as it is trained
on patches gathered from a small number training texture maps,
and yet generates diverse, seamless and full 6k×4k resolution tex-
tures. Texture maps have a canonical UV domain that maps to a
defined mesh topology – our architecture makes use of this spatial
alignment. Our training dataset consists of aligned facial textures.
During training, we discretize the 2D UV domain into a fixed set
of overlapping patches. For a given patch, our convolutional gen-
erator, conditioned on the desired modality, learns to synthesize a
corresponding in-distribution texture patch. The generator is guided
by a discriminator that is provided with a per-patch positional en-
coding, along with the real or generated multi-modal texture. The
discriminator thus informs our model about the correctness of the
local statistics of the texture at the discriminated UV location.

The different modalities of our generated samples are produced
one at a time, using a mechanism we call dual-style blocks. In ad-
dition to the latent code that a GAN typically maps to a sample,
our generator is further conditioned on a second, modality-specific
latent embedding. The generator is thus invoked once per modality,
each time with the appropriate embedding.

Our pipeline produces high-quality realistic texture patches, and
a seamless and well-composed global texture at full-resolution,
avoiding mode-collapse and overfitting. By projecting textures into
the learnt latent space, we demonstrate two practical capabilities of
our method, namely modality completion and super resolution.

2. Related Work

2.1. Generative Models of Human Faces

Morphable models of human faces synthesize both geometry and
appearance [BV99; PKA*09; LBB*17; YTB*21; BTS*21], but are
limited in resolution and high-frequency details due to their inher-
ently low-dimensional representation. [BLC*21] rely on a regional
morphable model for an initial fit of multi modal textures, and sub-
sequently training a refiner with an adversarial training scheme.Ï

Several( Variational) Autoencoder based systems have been pro-
posed [AWB18; BWS*18; CBGB20; BML*21], however these

struggle to produce realistic high frequency detail. [CBGB20] re-
solve this issue in part by learning a separate super-resolution step.
[LSSS18] demonstrate high quality, however their model is specific
to a single subject.

StyleGAN models [KALL17; KLA18; KLA*19; KAL*21] have
excelled at learning a distribution of real human faces, capable of
synthesizing diverse subjects at 1024×1024 resolution. Due to the
limits of current hardware, however, StyleGAN cannot be easily
scaled up to very high resolutions.

A number of models combine StyleGAN with a traditional mor-
phable model for geometry and expression synthesis. [GPKZ19]
and [SSK19] use ProgGAN to synthesize albedo textures. TBGAN
[GLP*20] generates albedo and additional modalities using a GAN
with modality-specific output branches and [LNK*21] discuss a
GAN-based two stage facial digitazition framework. [DTP23] train
a shape conditioned texture generator supervised by multiple dis-
criminators at different resolutions. [CWZ*21] uses StyleGAN2
to inpaint and render photo-realistic albedo maps. [TEB*20a;
TEB*20b] achieve portrait image editing by rigging the StyleGAN
latent space using a morphable model fit. [LBZ*20] learn physi-
cally based face models from facial scans.[LMP*23] use a genera-
tor with a per-modality head, which is then applied to face recon-
struction. However the resolution of all of these models is limited
to that of the backbone StyleGAN.

AvatarMe [LMG*20; LMP*21] matches our resolution target,
similarly generating textures at 6144× 4096. Unlike our method,
the generative part produces textures 8 times smaller followed by
a super-resolution network. Our method directly renders at the
output resolution, which allows it to generate photorealistic high-
frequency details. More recently, methods based on diffusion mod-
els [HJA20] have shown very promising results for facial assets,
such as [ZQL*23; PLMZ23]. Additionally, [ZQL*23] leverage a
super-resolution stage to obtain 4096 × 4096 textures from ones
initially generated at 512×512.

Finally, a novel style-modulation scheme has been proposed for
2D facial stylizing by [SLZC22].

2.2. High-Resolution Generative Models

[SSE21] proposed a technique to generate continuous and seamless
infinite panoramas, by aligning latent and image space. [SIE21] de-
vise a method that generates weights to an MLP, which, if evalu-
ated at image coordinates, produces pixel values and subsequently
a continuous image. [FAW19] produce large textures by generating
tiles with a pretrained generator and then repeatedly replacing tiles
with better matches. [ERO20] use a CNN to learn a code book of
texture details that are sampled by a transformer network to create
images of arbitrary resolution. [YOC*22] proposes a model that
can generate high-resolution non-repetitive images from a single
training sample. While they generate coherent images, their tech-
nique cannot generalize to novel face appearance characteristics
such as skin color, hair and other details.

[XWC*20] found that CNNs make use the zero-padded con-
volutions as an implicit positional encoding. This has led to sev-
eral architectures being proposed that discard zero-padding in
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favor of explicit positional encodings, thereby alleviating alias-
ing [KAL*21] and facilitating rendering at arbitrary resolutions
[LCL*22; CGS*22; NSK*22; DNR*23]. These models can, in the-
ory, be scaled to very high resolution datasets such as ours and
additionally allow seamless tiling. We show a baseline compari-
son with [CGS*22] in Section 5.3.3. [ZHD*22] achieve tileability
and scalability as well, but they employ a conditioning input tex-
ture which is useful in their context of material generation. Also in
the context of material generation, [VMR*23] introduce a method
to generate high-resolution, tileable textures with diffusion models
through noise rolling. Patch based generation to alleviate memory
limitations has also been employed before, more recently in 3D
generative models [SLNG21; STWW22]

2.3. Training GANs with Limited Data

Our training data consists of only 97 high resolution face textures,
many orders of magnitude less than typically used. Data scarcity
can lead to overfitting and instability during training [WRSJ19;
KAH*20; ZLL*20].

Some recent methods use regularization to improve the gener-
ative capacity either by stabilizing training dynamics [RLNH17;
SCT*17; GAA*17; MKKY18; ZK18; JF19], or by preventing
mode-collapse [SVR*17; LZWS19; YHJ*19; MLT*19], thereby
ensuring diversity in the generative distribution. Loss regulariza-
tion has been suggested for specifically targeting the data scarcity
issue [TJL*21].

We follow another recent line of work that proposes to alleviate
this issue by applying data augmentations to the discriminator input
to artificially expand the data seen by the discriminator [ZSL*21;
TTN*21; ZLL*20]. Some works additionally suggest to adapt the
rate at which augmentations are applied according to the perfor-
mance of the discriminator [KAH*20; JDWL21]. We achieved best
performance with a combination of adaptive and non-adaptive aug-
mentations as described in Section 4.2.

3. Dataset

High-resolution face textures that capture intricate appearance de-
tails are challenging to acquire for technological, logistical and
privacy-related reasons. In this paper, we use commercially avail-
able texture maps from www.3dscanstore.com, which consist of a
total of 97 aligned 8K face textures captured from distinct subjects.

For each subject, multiple modalities are provided, namely
albedo, specularity and normal maps. The geometry is obtained
from high resolution photogrammetry scans, then retopologized,
UV mapped and textured by graphics artists. To remove the hair,
stubble is inpainted on the scalp region for subjects who are not
bald. Most samples have spatially identical hair stubble distribu-
tion on the scalp, but with appearance adjusted to match the sub-
ject’s skin tone. The resulting 8k resolution textures are aligned,
share a common UV domain and can be mapped to different face
geometries. The dataset contains 47 female and 50 male subjects.

The artistic preprocessing was performed by the store from
which the dataset was acquired. To ensure optimal training, we fur-
ther apply the following pre-processing to the data:

Figure 2: The albedo map of one sample in our dataset. From left
to right: Full 8k map, cropped 6k × 4k map & cropped map with
mask, and a head geometry with the result applied.

(a) (b) (c) (d)

Figure 3: A close up of the different modalities we train on for
one sample in our dataset: (a) Albedo, (b) specular intensity, (c)
displacement. (d) The normal map from which the displacement
map was obtained through integration.

Cropping and masking. A Disproportionately large area of the
textures is dedicated to features of relatively low relevance, such as
the back and top of the head and the neck. Additionally, the scalp is
artistically in-painted and does not contain meaningful variation.
We therefore crop the textures from their original 8k resolution
down to 6k×4k, thereby omitting these regions. The resulting im-
age frames the central facial features.

To envelop the relevant region even more precisely, we apply
a mask as depicted in Figure 2. Later in training we sample only
patches that overlap at least partially with the visible region.

Generating Displacement Maps. We find it beneficial to train
for displacement maps rather than the normal maps. Correct nor-
mal maps can be computed directly from the displacement maps.
To that end, we convert the normal maps in our dataset to displace-
ment maps. We do this via deconvolution with gradient kernels in
the spectral domain. The assumed gradient kernel is chosen such
that the dynamic range of the subject with most variation remains
bounded between 0 and 1. See Figure 3 for examples.

Exploiting Symmetry. By making the assumption that the dis-
tribution of the left and right sides of faces are identical up to re-
flection, we can naturally double our training data by horizontally
flipping every sample.

4. Method

Our method builds on the adversarial architecture of StyleGAN2
[KLA*19]. While StyleGAN has been demonstrated to achieve ex-
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Figure 4: During training we sample overlapping patches of 512× 512 from our data set. We prompt our generator to produce patches
for the same locations. Due to the aligned nature of our UV textures training-set, we can facilitate the generator’s task by multiplying the
UV layout mask onto the generated samples. These real and fake samples are augmented before being fed to the discriminator. While we
apply several augmentations at an adaptive rate based on the discriminator performance in line with prior work, we additionally apply a
frequency mid-band filter with random frequency bands at a constant rate. This augmentation directs the discriminator’s attention equally at
all frequencies and yields a more frequency diverse generator.

cellent image quality, it does not naively scale to our target high
resolution and is prone to overfitting in the limited data regime.
The primary challenges before our goal are then a) hardware mem-
ory constraints due to processing high-resolution images in every
training iteration, and b) a severely limited training set size.

To that end we make several updates to the baseline architecture
of StyleGAN2 as discussed in Section 4.1. We augment the gener-
ated and ground truth images before passing to the discriminator to
allow for a more balanced convergence race between the generator
and discriminator as conveyed in Sections 4.2 and 4.3. Our result-
ing generative model can be used to project a novel unseen texture
into its latent- and noise space, which allows for unique applica-
tions as presented in Section 5.

4.1. Generator

We adapt the StyleGAN2 [KLA*19] architecture since it is still
state-of-the-art for high resolution image synthesis, with several
improvements proposed in prior work implemented on top of it
(The more recent StyleGAN3 is particularly designed to ensure
translational and rotational equivariance, which is not relevant to
our use case since texture maps are spatially well aligned. We there-
fore chose to use StyleGAN2 due to its faster runtime, lower mem-
ory footprint and comparable image quality and diversity): As de-
scribed by [XWC*20], we remove the zero padding in our convo-
lutional layers and replace the learned constant with sinusoidal po-
sitional encodings. In-line with findings by [KAH*20], we reduce
the size of our mapping network to two layers only.

This architecture, however, cannot be trivially scaled from its
baseline 1024× 1024 resolution to 6144× 4096 as modern GPUs
cannot accommodate such high resolutions for training. We there-
fore adopt a patch based approach. While it has been previously
demonstrated that for a GAN to learn the synthesis of high fre-
quency detail, it is sufficient to apply adversarial supervision to

local patches [IZZE17], it is not obvious that a training scheme
relying solely on patch level supervision would result in a glob-
ally coherent image. We show experimentally that for the domain
of aligned textures such coherence is indeed attained, and further
discuss global consistency in Section 5.1.1. Naively tiling patches
will cause seams in the resulting images, however padding free
convolutional layers in conjunction with pixel aligned per-patch-
location positional encoding yield seamless patches by construc-
tion. We provide further details on considerations for the receptive
field and positional encoding computations in the supplementary
document.

4.1.1. Multi-Modality and Dual-Styles

The natural approach to generating multiple modalities is a modifi-
cation to the number of output and input channels in the generator
and the discriminator, respectively. However, we found this to be
particularly demanding for the generator. As a result, much more
reliance on augmentations to stabilize training is required which
we found to be harmful to the training over all. See the ablation in
section 5.6.6 for a comparison.

Instead, we equip our generator with a mechanism we dub dual-
style blocks, shown in Figure 5. In this setting, the generator is con-
ditioned on the desired modality, and the generation of multi-modal
samples is done over successive evaluations, one per modality. The
conditioning input is a per-modality learned embedding. These em-
beddings are utilized as additional style inputs and learned bias off-
sets for each style block in convolutional layers. As specularity and
displacement maps are single channel, we average the three output
channels of the generator after synthesis for those two modalities.
Normals can then be derived from the displacement map.

4.1.2. Output Masking

We facilitate the generative process further by explicitly applying
the region mask over the generated output, prior to discrimination.
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Figure 5: On the left is a depiction of the style block as proposed
in [KLA*19]. Note that we visualize the modulation and demodula-
tion as acting on the feature map and not the weights. This is purely
for clarity and can be implemented as weight modulation for effi-
ciency. On the right is a diagram of our proposed dual-style block:
From the learned per-modality embedding we derive an additional
style as well as a bias offset. We thus have an "outer" style (i.e., the
modality style) and an "inner" style (the identity style). The derived
bias is added to the standard learned bias.

Given the patch location we simply retrieve the relevant part of the
mask and perform a multiplication. The generator then no longer
needs to learn the otherwise stark discontinuities and it addition-
ally serves as a positional inductive bias as has been shown by
[XWC*20] to be beneficial.

4.2. Discriminator Augmentation Scheme

With only 97 samples at our disposal, we operate in a setting
of severe data scarcity that must be addressed to ensure stable
training. We employ discriminator augmentations as proposed by
[KAH*20]. These augmentations are differentiable transformations
applied to both the real and generated data before being fed to the
discriminator. Each transformation is employed probabilistically at
a rate p. It is suggested that when applied at p < 0.85, these aug-
mentations do not "leak" into the generator and therefore do not
negatively impact the learned data distribution. Moreover, the rate
is adaptively chosen based on the discriminator’s performance so
as to balance the two adversaries. These augmentations comprise
the addition of stochastic noise, partial spatial masking and 2D-
transformations, namely rotation, scale and translation. We found
color transformations to be particularly leaky in our setting and thus
avoid them.

We do not apply all augmentations at an adaptive rate. We ap-
ply a mid-band filter augmentation at a constant rate of p = 0.85,
implemented as a convolution with a difference of two Gaussians
with randomly sampled variances. The ablation in Section 5.6.2
conveys the benefit over adaptive application. The mid-band filter
can be interpreted as a mechanism to direct attention, forcing the
discriminator to consider the entire frequency spectrum equally. It
thus results in a more frequency diverse generator, which is partic-
ularly apparent in generated high frequency detail such as wrinkles
and stubble as depicted in Figure 6. In Section 4.3.1, we introduce
another non-adaptive augmentation we apply to the small variant of

Figure 6: Bottom: When trained with adaptive frequency augmen-
tations. Top: Our method. Note the much better definition of intri-
cate structures such as the wrinkles on the lips.

our model. These non-adaptive augmentations already ensure sta-
ble convergence for the better duration of the entire training.

4.3. Discriminator Architecture

Our discriminator architecture mostly follows [KLA*19]. We dif-
fer only in that we facilitate localization by concatenating per-patch
axis-aligned positional encodings to the samples before providing
them to the discriminator. Please refer to the supplementary docu-
ment for details on their computation.

We follow [KLA18] in using a standard deviation layer to pro-
mote diversity, computed across the batch dimension. We estimate
the deviation across samples from the same patch location, as oth-
erwise the majority of the diversity is location dependent rather
than identity related. As such, we arrange batches in groups of suc-
cessive samples from the same location.

4.3.1. Memory Constraints and Modality Dropout

When training on A100 GPUs, the memory budget is sufficient to
train a large version of our model which we call GANtlitz High
Capacity Model (GANtlitz-L). When training on V100 GPUs, the
reduced memory budget necessitates some adjustments in model
architecture and training procedure, which we call GANtlitz Stan-
dard Capacity Model (GANtlitz-S).

The total memory requirements for a single training iteration de-
pend on model size and the number of modalities to be generated.
Since model size affects the generator’s ability to learn the distri-
bution, a smaller model producing less diverse and detailed results,
for GANtlitz-S we reduce the number of parameters in the final two
layers only, halving the number of filters compared to GANtlitz-L.

While training on each modality in isolation further reduces
the memory footprint, in order for cross-modality coherence to
be enforced by GANtlitz-S we must nonetheless train on multi-
ple modalities at once. We find a compromise by generating two
modalities at a time, dropping-out the third (substituting it with ze-
ros), and likewise masking one modality per sample on real data as
well.

This scheme can be interpreted as a discriminator augmentation
and we discuss it in more detail in Section 4.2. An ablation with
respect to a training scheme where a lower capacity model avoids
the necessity for modality dropout is given in Section 5.6.3.
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Layer res.←−−−−− 48 96 192 384 768 1536 3K 6K
Patch res.←−−−−− 4 8 16 32 64 128 256 512

Patch stride.←−−−−−− 2 4 8 16 32 64 128 256
Rec. field of single pixel←−−−−−−−−−−−− 10 6 6 6 6 5 4 1

Rec. field of patch backward←−−−−−−−−−−−−−−− 14 14 22 38 70 133 259 512
Padded Patch size forward−−−−−−−−−−−−−→ 14 14 22 38 70 134 262 518

Table 1: Starting with a single pixel and a 512 patch at the output
6k× 4k resolution, the third and fourth rows respectively give the
size of the corresponding receptive field at every resolution block.
Note that due to rounding-up sub-pixel receptive fields, the forward
pass generates a larger patch, and that the first level is special as
it contains no up-sampling and blurring layer.

4.4. Implementation Details

4.4.1. Patch-wise Generator

We partition the desired 6144× 4096 output textures into 23× 15
overlapping patches with 50% overlap. At test time, we synthesize
12×8 non-overlapping and seamless patches that are then stitched
together into one coherent full resolution texture. The patch resolu-
tion therefore amounts to 512×512.

Figure 7 visualizes our generator architecture. The feature map
pyramid, starting from patch specific positional encodings at a
resolution of 14 × 14 and 512 channels, successively increases
the feature map resolutions accross 8 levels, finally yielding a
518×518×32 feature map. As proposed by [KLA*19], each level
additionally produces a RGB output, and all these outputs are com-
posed into the final generator output. To obtain the final patch we
crop that output to the central 512×512 area.

4.4.2. Choice of Positional Encodings

For illustrative purposes in Figure 7 we suggest the initial tensor of
positional encodings to be the result of a crop operation applied to
a larger 42× 58 coordinate map. In practice the per-patch encod-
ings can be computed on the fly given the patch location. To ensure
seamless patch generation we take care that the receptive fields of
neighboring patches, to the degree that they overlap, are identical.
Conceptually, this can be accomplished by having the initial encod-
ings be croppped with precise pixel alignment. Two neighboring,
overlapping patches that are a stride of 256 pixels apart in the out-
put thus correspond to two neighboring patches in the input that are
a stride of 2 pixels apart.

This suggests that to sample the desired number of patches we
only need 32×48 pixels in the initial map. To accommodate for the
receptive field of the generator, avoiding zero padding, we extend
the coordinate tensor by an amount corresponding to the padding
needed based on the generator’s receptive field.

4.4.3. Generator Receptive Field

Figure 8 conveys how the receptive field develops when traced
through a single resolution level in the generator. The generator can

be divided into two paths: The feature map pyramid and the to_rgb
branch. We can similarly trace a pixel or a whole patch through the
entire generator as presented in Table 1. For the required 512×512
output resolution the patch resolution and the receptive field at the
initial layer amount to 4×4 and 14×14, respectively. The per-side
padding thus amounts to (14−4)

2 = 5. As a result, the coordinate
tensor measures 42×58.

4.4.4. Discriminator Patch-Location Conditioning

To facilitate the patch localization in the discriminator we condi-
tion it on sinusoidal encodings as follows: The highest frequency
is chosen to have a period of two times the side-length of a patch,
i.e. 1024 pixels, and that of the lowest one equivalent to twice the
longer side-length of the full texture, i.e. 12288 pixels. In between
we desire a drop in frequency by a factor of 2 between channels.
Overall the period drops by a factor of 12288/1024 = 12 and we
therefore require log2 12 = 3.25 ≈ 4 steps, resulting in a total of
5 channels. In line with prior work we compute such encodings
for sine and cosine, as well as for both spatial dimensions, a to-
tal of 20 channels. Thus, assuming we train for three modalities
(albedo, specular and displacement maps) with 3, 1 and 1 channels,
respectively, we end up with 25 channels in the input layer of the
discriminator.

4.4.5. Training Parameters

We use the Keras implementation of the Adam Optimizer with
β1 = 0, β2 = 0.99 and a target learning rate of 0.003, which we
linearly ramp up from 0 over the first 2000 iterations. We apply R1
regularization with a weight of 2.

5. Experiments

We demonstrate the efficacy of our method in four parts: By Qual-
itative Analysis, by proposing applications based on Inversion,
through Baseline Comparisons and finally with Ablation Studies.
Finally, we also explore the model’s behavior when extrapolated
into the untrained regions of the canvas.

We conducted most experiments, including the ablation study,
using NVIDIA V100 GPUs with the GANtlitz-S configuration of
our method and a per-GPU batch size of 3. We also used A100
GPUs which, by virtue of higher memory capacity, enabled us to
train the GANtlitz-L variant and a per-GPU batch size of 4.

5.1. Qualitative Analysis

We present qualitative results produced by our method in Figure 9.
The generated samples exhibit excellent coherence across the dif-
ferent appearance maps. Notably, the facial details are rendered
with high resolution, clearly depicting skin pores and stubble. Fig-
ure 11 demonstrates the smooth transition between different facial
appearances achieved through latent space interpolation. Moreover,
Figure 10 showcases the ability to obtain variations in fine-scale
features such as pores and wrinkles through noise re-sampling.

To better convey the visual fidelity our method exhibits, we
strongly encourage the reader to engage with the accompanying
video. Additionally, in our supplementary document, we provide
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Figure 7: Starting from patch specific positional encodings, our synthesis network produces a seamless patch by sequentially applying
upsampling and padding-free demodulated convolution layers, among others. Sequential synthesis of all non-overlapping patches yields the
full 6k×4k resolution image.

further generated samples at both the global and patch levels, as
well as comparative figures of training samples. All results were
generated from our GANtlitz-L model with an exponentially mov-
ing average on the model weights with a decay factor of 0.999.

5.1.1. Global and Local Characteristics

Despite the absence of explicit global supervision, our generated
samples exhibit good global structure as shown by the top row
of Figure 9 and many more examples in our supplementary doc-
ument. Due to the limited training dataset, low-frequency varia-
tion is limited. This finding is further confirmed by noise sampling
experiments, presented in Figure 10. Low frequency structure re-
mains largely unchanged while mid- and high-frequency details
show good variation.

5.2. Inversion

We can project textures into the latent space of the generator. We
optimize for the per-layer latent code and noise maps in two stages:
First, only the latent codes are optimized while the noise maps are
re-sampled at each optimization iteration. In the second stage, the
latent codes are fixed while the noise maps are fine-tuned. Simi-
lar to [KLA*19], we regularize the noise using a pixel correlation
penalty. We also penalize the mean and standard deviation of the

noise distribution. Inversion then allows for two intriguing result-
ing applications: Modality Completion and Super Resolution.

5.2.1. Modality Completion

Given texture maps for a single modality, e.g. albedo, we can esti-
mate corresponding other modalities, i.e. specularity and displace-
ment. As our generator generates one modality at a time, we in-
vert the target albedo by feeding the albedo modality embedding
to the generator’s dual-style blocks. After optimizing for the latent
code for the target albedo, we use the specularity or displacement
embeddings to generate the corresponding maps. Figure 13 shows
the result of inversion and modality completion. Our method faith-
fully reconstructs the target albedo, down to freckles and stubles,
and estimates plausible specular and displacement maps. This is
particularly useful as acquiring specular and displacement assets is
cumbersome whereas albedo acquisition is comparatively easier by
employing a cross polarized setup.

5.2.2. Super-resolution

Our method also allows us to invert low resolution textures, which
enables super-resolution to the full 6k×4k resolution with stochas-
tic high-frequency details. The reconstruction loss is computed af-
ter a downsampling step. During inversion, special care must be
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Figure 8: The receptive field of an output pixel is traced back
through various network layers. Sub-pixel sizes are rounded up to
the nearest integer. As a result, a larger output patch is synthesised
during a forward pass, which we then crop down to the desired size.
The receptive field modifications occurring in the feature map pyra-
mid (visualized as red pixels) dominate the modifications occurring
in the to_rgb branch (blue pixels). Tracing an individual pixel’s re-
ceptive field backwards we get: 1 (before to_rgb), 3 (before conv),
5 (before conv), 7 (before blur), ⌈3.5⌉= 4 (before upsampling).

taken for noise regularization; the many-to-one correspondence be-
tween generated and ground truth pixels can result in degenerated
values. To that end we regularize high-resolution noise maps more
that low-resolution ones. The combination of modality comple-
tion and super-resolution enables the conversion of existing low-
resolution assets into high quality texture assets, as seen in Fig-
ure 12. Note the fine-scale details synthesized by our method, for
example in the region below the eye.

5.3. Baseline Comparisons

We compare against three baseline methods: A global StyleGAN
V2 (StyleGAN2) model ([KLA*19]) at a resolution of 1024 ×
1024, AvatarMe++ [LMG*20; LMP*21], and Anyresolution GAN
(AnyresGAN) ([CGS*22]). The first comparison underlines the
challenge of data scarcity even at low resolution, while the other
two highlight the difficulty of high resolution synthesis.

5.3.1. StyleGAN V2

StyleGAN2 is typically trained on tens of thousands of sam-
ples, we therefore again employ adaptive discriminator augmenta-
tions [KAH*20]. To provide a meaningful comparison, we adapt
StyleGAN2 to produce all three modalities, resulting in 5 out-
put channels. Moreover, we multiply the generator output with
the UV layout mask as with our own method. We refer to
this resulting model as Multi-Modal StyleGAN V2 with ADA
(MMStyleGAN2-ADA).

Figure 14 compares MMStyleGAN2-ADA with our method and
a real sample as reference, the latter two down-sampled to 1K res-
olution. We qualitatively observe that MMStyleGAN2-ADA fails
to reproduce fine details. While quantitative diversity evaluation,
discussed in subsection 5.5, indicates a faithful distribution repro-
duction, the model overfits to the training data leading to a discon-

tinuous latent space. We encourage the reader to consult the com-
plementing video.

5.3.2. AvatarMe++

[LMP*21] propose a method capable of producing multi-modal
texture maps at the same resolution as our method; more specif-
ically, an initial texture is sampled from the GAN of [GPKZ19].
The pipeline proposed by [LMP*21] is then used to upscale the
textures to the final size and to infer the missing modalities. Fig-
ure 15 shows a direct comparison between the two methods. While
both methods produce the same resolution, a clear difference in the
definition of high frequency details, such as wrinkles, pores and
stubble can be observed. It must be noted that [LMP*21] was not
designed to be a generative model but rather a framework for the
construction of avatars from in-the-wild images.

5.3.3. Anyres GAN

AnyresGAN aims to learn a dataset at any resolution simultane-
ously. The method is trained in two phases: A global StyleGAN
V3 at 256× 256 (StyleGAN3-256) ([KAL*21]) teacher network
learns the distribution at a fixed low-resolution. In the subsequent
multi-resolution training phase, a StyleGAN3 student network,
which we refer to as AnyresGAN, is conditioned on location- and
scale-specific positional encodings and learns to synthesize a patch.
The loss consists of an adverserial loss and a reconstruction loss
with respect to the output of the teacher model.

Training the teacher network on our dataset proved to be chal-
lenging: At low-resolution and with few training samples the model
quickly diverged. We therefore opted for a StyleGAN V3 at 256×
256 with ADA (StyleGAN3-256-ADA) model instead. While di-
vergence was averted, the high rate of augmentation severely im-
pacted the learned distribution. Applying our UV layout mask to
the samples post synthesis alleviated these issues substantially.
Nonetheless, the resulting samples exhibit artifacts, as is also con-
firmed by our quantitative analysis. See Figure 17.

The multi-resolution phase posed similar challenges. Limited
data along with the flawed teacher, in conjunction with a large
resolution pyramid to absorb, prevented good convergence. Lim-
iting the dataset resolution to 1K × 1K permitted convergence, but
high frequency details remain absent. In light of these findings we
forewent multi-modal experiments with AnyresGAN.

5.4. Extrapolation

While we limit the area to be learned explicitly with our masking
scheme, we can in fact extrapolate the synthesis into the untrained
region. See Figure 16. While the initial results demonstrate an in-
convenient blotchiness in the lower frequencies, this can be fixed
with a strong blur operation applied to the low frequencies of the
untrained region only. The generated local skin details even in these
areas are plausible albeit generic and uniform.

5.5. Quantitative Evaluation

We analyze the degree to which our method captures the data dis-
tribution. As quantitative metric we employ the Kernel Incep-
tion Distance (KID) as proposed by citedemystifyingMMDGans.
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Figure 9: Sampling. Our method allows to unconditionally sample multi-modal appearance maps (albedo/specular attenuation/normals).
Here we show four random samples exhibiting different skin complexion and skin details. Please zoom in to appreciate the skin details.

It has much better convergence characteristics in comparison to the
Fréchet Inception Distance (FID), and is unbiased, two proper-
ties shown to be important when working with very limited data.
With limited training data, however, it is difficult to calibrate the
resulting KID values, since this is usually done using large (statis-
tically significant) training set splits. As we have only 97 subjects,
the splits contain less than 50 samples each and exhibit large vari-
ance.

We compute the KID distribution over 1000 random splits of
training data. We similarly generate sets of the same size when
evaluating the generated distribution. The overlap between distri-
butions in terms of both mean and variance provides insight into
the discrepancy between the generated and real data distributions.
Figure 17 conveys the KID values of all models we discuss. By de-
sign, the KID values for training splits are distributed around zero.

The qualitative findings in Section 5.3.3 on the AnyresGAN
baseline are confirmed numerically as well: The teacher model ex-
hibits weak performance and the second training phase fares no
better. MMStyleGAN2-ADA on 1k whole images matches the real
distribution well, benefiting from being trained not on patches but
on the whole image, but overfits to the training data. Our model,
despite having only patch-level supervision, nonetheless demon-
strates good performance at the global scale as well.

At the patch level we confirm that our GANtlitz-L model outper-
forms the other variants also quantitatively. We now discuss various
ablations that empirically support our design choices.

5.6. Ablation Study

In this section we ablate various aspects of our method. Each abla-
tion differs from our GANtlitz-S model in one aspect. The identi-
fier for each model is listed in the beginning of each of the follow-

ing sections. The quantitative performance of the different variants
are presented in Figure 17 in terms of KID. We refer to these results
in all following subsections of the ablation study.

5.6.1. No augmentations

NO-AUG As we show with this ablation, data augmentations are
critical for model convergence under data scarcity. Without them,
the model fails to converge.

5.6.2. Adaptive frequency-band augmentations

ADAPTIVE-FREQ Our complete model applies the frequency-
band augmentation at a constant rate of 85%. If we instead adapt
the rate of based on discriminator performance, we see a reduction
in learned high frequency detail. See Figure 6 for a side-by-side
comparison.

5.6.3. Smaller network with optional modality dropout

SMALL-NO-DROP One of the constant augmentations used by
GANtlitz-S is modality dropout, i.e., feeding the discriminator a
partial set of modalities. Since this augmentation also serves to re-
duce memory usage, applying it adaptively requires a reduction in
model size.

We test this trade-off by halving the last layer of the generator
and first two layers of the discriminator and find that performance
decreases considerably.

5.6.4. No positional information to discriminator

NO-POS-DISC Convergence of our patch-wise training scheme is
not possible without providing positional encodings to the discrimi-
nator. Without this extra signal to distinguish each of the 345 possi-
ble patch locations, the system fails to discover the global structure.
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Figure 10: Noise variation with fixed latent code. Texture as-
sets preserve coarse facial appearance but show variation in finer
structures like freckles, indicating that our latent space uniquely
preserves identity and the noise input is capable of generating vari-
ations in fine scale details.

5.6.5. UV coordinates to discriminator

UV-DISC Instead of sinusoidal positional encodings, we feed two-
dimensional UV coordinates as positional information to the dis-
criminator. In this case it is harder for the discriminator to use this
signal and we observe a degradation in performance.

5.6.6. Mutli-channel output instead of dual-style blocks

NO-DUAL A significant architectural choice in our model is the
use of per-modality latents in dual-style blocks. In this comparison
we see the benefit of this choice compared to a traditional architec-
ture where different modalities are different output channel.

5.6.7. No modality bias

NO-BIAS In this ablation we forego the per-modality bias term in
the style blocks. Indeed, the bias term facilitates the modeling of
the different modality distributions.

6. Limitations and Future Work

Our method can be improved with the availability of a larger train-
ing set. As it is, achieving both high quality and diversity is very

challenging. Data scarcity currently impacts the inversion capabil-
ity of our model: Many target samples fall out of distribution, caus-
ing latent optimization to yield a poor fit. Additionally, reproducing
the entire training distribution while retaining a smooth latent space
remains challenging. This opens interesting possibilities for future
work, such as leveraging larger low- to mid-resolution datasets in
addition.

In the spirit of AnyresGAN, a global model can be used as a
teacher network. However, both the StyleGAN3-256-ADA as well
as the MMStyleGAN2-ADA would not be fit for purpose due to
their problems with quality and overfitting, respectively.

The lack of an explicit global supervision mechanism limits the
applicability of our method to aligned datasets. Its addition could
enable a model to generate super high-resolution images based on
non- or partially-aligned data as well.
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Figure 17: Left: KID value distributions computed on whole albedo texture maps. We compare Data splits of training data against
MMStyleGAN2-ADA, GANtlitz-L, StyleGAN3-256-ADA and AnyresGAN. Right: KID values computed on a 512× 512 albedo patch of
the lips for our models and the different ablations. Section 5.5 introduces the different ablation model identifiers and an explanation on the
choice of KID value distributions. The mean (standard deviation) is listed above each box. On the right a depiction of the patch location can
be found.
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