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Figure 1: Our approach allows to perform style transfer in an image while preserving fine structures and details. Left: Input images, including
a style image (Starry Night, top), and a content image (Tübingen, bottom), to which the style is to be transferred. Middle: Our result for
style transfer, which successfully transfers the style (orange inset), while preserving details (blue inset) and preventing highly distorted image
features. Right: Results by the seminal technique of Gatys et al. [GEB16], generated by tuning the weights of content and style in the final
image: there is an inherent trade-off between preserving content features, and transferring the desired style.

Abstract
Transferring different artistic styles to images while preserving their content is a difficult image processing task. Since the
seminal deep learning approach of Gatys et al. [GEB16], many recent works have proposed different approaches for performing
this task. However, most of them share one major limitation: a trade-off between how much the target style is transferred, and
how much the content of the original source image is preserved [GEB16, GEB∗17, HB17, LPSB17]. In this work, we present
a structure-preserving approach for style transfer that builds on top of the approach proposed by Gatys et al. Our approach
allows to preserve regions of fine detail by lowering the intensity of the style transfer for such regions, while still conveying the
desired style in the overall appearance of the image. We propose to use a quad-tree image subdivision, and then apply the style
transfer operation differently for different subdivision levels. Effectively, this leads to a more intense style transfer in large flat
regions, while the content is better preserved in areas with fine structure and details. Our approach can be easily applied to
different style transfer approaches as a post-processing step.

1. Introduction

Style transfer techniques aim to extract the distinctive texture or
features of a source image (its style), and apply them to a target
content image. While the quality of the final result is subjective,
and can depend on the final goal or application, most commonly
the resulting image should have the identifiable style of the source,
while preserving the content features of the target so that it is still
recognizable. In this work, following common denomination, we
will refer to the source image, the one that provides the style, as
the style image, and to the target image, the one that provides the
content and to which the style is to be transferred, as the content
image.

While there has been techniques addressing the problem of style
transfer for decades, there was an inflection point in the field with
the seminal work of Gatys et al. [GEB16]. In their work, they pro-
posed a new method for style transfer based on deep neural net-
works (DNNs). They showed that DNNs can encode not only the
content but also the style information of an image, and that the
style and content components are somewhat separable: it is possi-
ble to change the style of an image while preserving its content.
In their work, Gatys et al. use a DNN to extract the features of a
source (style) image, and at the same time, the same neural net-
work is used to extract the content features of the target (content)
image. These features are used to generate a new image that pre-
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serves the structure of the content image, while its style follows
that of the source image, as enforced by each of the two terms of
the loss function proposed to train the DNN (one term for style,
and one term for content preservation). This method suffers from
a major limitation: there is a content-style trade-off. The balance
between content and style is given by the ratio between the weight
of the two terms in the loss function. Varying this ratio allows to
modulate the intensity of the style transfer process: relative low
weights of the style term (lower intensities of the style transfer)
do not properly convey the desired style; meanwhile, high weights
of the style term (high intensities of the style transfer) cause dis-
tortions in regions with fine details (see Figure 1). Other novel
approaches also suffer from the same content-style trade-off, both
for images [GEB∗17, HB17, LPSB17], and video [RDB18]. While
some works have targeted this trade-off explicitly, they offer more
complex solutions than ours, which are usually harder to general-
ize, as discussed in Section 2.

In this paper we propose a simple yet effective approach for this
trade-off. Our method consists on performing a quad-tree subdi-
vision on the content image: smaller patches will be made for re-
gions of the content image with fine details, while larger patches
will contain more uniform areas of the content images. Then, we
apply different style transfer intensities to each of these patches:
in smaller patches, containing fine details, we favor preservation
of image content, while larger patches will receive a higher style
transfer intensity, in order to convey the desired style. We tested
our approach for the work proposed by Gatys et al. [GEB16], but
it can be easily adapted for similar approaches. We believe that
the simplicity of our technique is an advantage; to our knowledge,
this approach has not been proposed before, and offers a fast, easy-
to-implement solution for the limiting trade-off suffered by these
techniques.

2. Related Work

Our method is built upon the work of Gatys et al. [GEB16], also
known as neural style transfer. Their method is similar to previous
proposals in the intent to extract the structure and content features
of an image, and the style features of another image, to yield the
final result. The key difference of Gatys et al.’s work with respect to
previous methods is that they use a deep neural network (DNN) to
extract these features from the images. Prior to this work of Gatys
et al. [GEB16], the foundation for it was laid by introducing the
idea of using filters and operations of DNNs trained for pattern
recognition as a way to extract and synthesize the texture and style
features of a source image [GEB15]. Later works will adapt this
approach to perform style transfer in videos [RDB16].

A number of follow-up works stemmed from the work of Gatys
et al., trying to alleviate its limitations, such as speed and mem-
ory consumption [ULVL16], or improve the results, both for im-
ages [GEB∗17, HB17, LPSB17], and video [RDB18], but they all
suffer from the aforementioned content-style trade-off. We thus fo-
cus here on those which have tried to address this trade-off. Rujie
et al. [Yin16] also build on the system of Gatys et al.; in their case,
they address the issue of having significantly different spatial res-
olutions between the style and content image, and they propose to
segment the content image into regions semantically. This process

requires heavy and non-trivial manual intervention, and results are
only shown for cases in which the semnatics of the content and style
images are the same (e.g., both illustrate a bird), and they are thus
both segmented similarly and then merged. Frigo et al. [FSDH16]
propose a technique for unsupervised style transfer, without any
learning, in which they pose the problem of style transfer as a local
texture transfer followed by a global color transfer; similar to us,
they do an adaptive partition of the content image, although in their
case it is used to do their local texture transfer step. The work of
Chen et al. [CH16] generalizes the original neural style transfer to
obtain what they term content-aware style transfer; with it, they can
select what content information to include in the style transfer, ei-
ther based on a semantic segmentation or on saliency information.
In contrast, we do not need to rely on segmentation or saliency
techniques, which may hinder robustness of the technique. Most
recently, Sanakoyeu et al. [SKLO18] have significantly departed
from the original neural style architecture by training a style-aware
content loss jointly with a deep encoder-decoder network. While
their system can naturally preserve fine details better than the orig-
inal neural style transfer, our advantage is that we can offer a degree
of control over the style-content trade-off that their method cannot.
Finally, Li et al. [LTX18] focus on decomposing and analyzing the
style, as opposed to the content, by investigating the style features
produced by the CNN.

3. Background on neural style transfer

Our work takes as a starting point the work presented by Gatys
et al. [GEB16]. This method introduces a convolutional neural net-
work (VGG [SZ14]) to extract style features of a source image, and
content features or structure from a target image. These features are
combined to create a new image which will acquire the style of the
source image, while keeping the image content of the target image.
The key idea of this system is that it is possible to extract both the
structure and style information from an image from the different
layers of a convolutional neural network. For completeness, we in-
clude in this section a summary of their proposed method, for more
details please refer to the original work of Gatys et al. [GEB16].

The target content image, T, is run through the network, and its
structure features are extracted from the layer conv4_2. Similarly,
the style source image, S, is run trough the network, and its style
features are computed as the mean of the output of 5 different lay-
ers (conv1_1,conv2_1,conv3_1,conv4_1,conv5_1). An additional
image is provided as seed X. To transfer both style (from image S),
and content (from image T) into the seed image X, the distances
between the content features of the seed image and the content im-
age, and between the style features of the seed image and the style
image, are jointly minimized. This minimization is presented as a
loss function in the form:

Ltotal = αLcontent +βLstyle (1)

where α and β are the content and style weights, which allow to
control the influence of the content term Lcontent (content structure
of T), and the style term Lstyle (style features of S) terms, giving
as a result different outputs according to the different ratios α/β

applied.
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The content term is defined as:

Lcontent =
1
2 ∑

i, j
(F l

i, j−Pl
i, j)

2 (2)

where Pl
i, j and F l

i, j are the activations of the ith filter at a position j
in layer l (in this case, conv4_2) for the original image and the im-
age being generated, respectively. The content term is formulated
as the squared error loss between the feature representations of the
two images.

The style term is defined as:

Lstyle =
L

∑
l=0

(wlEl) (3)

where El is the contribution of layer l to the total loss term. In
this case, as in Gatys et al., the style term takes into account five
layers (conv1_1,conv2_1,conv3_1,conv4_1,conv5_1) weighted by
the term wl =

1
5 , so all layers contribute equally. El can be ex-

pressed as:
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where Nl represents the different filters of size Ml that belong to
layer l. A and G are the style representations for the original image
and the image being generated, respectively. In particular, each of
these terms is defined as the inner product between the vectorised
feature maps i and j in layer l, which represent the correlations
between the different filter responses. Intuitively, these correlations
between multiple layers will capture the common features across
different scales of the image (which can be interpreted as style),
rather than capturing the global arrangement of the image.

Our goal is to achieve an output image where the structure
content features are well preserved, including small details, lines
and edges, but that is able to convey the style of the source im-
age. Finding an α/β ratio that fulfills this purpose is challeng-
ing [GEB16, HB17, LPSB17], since there is a trade-off between
preserving content and transferring style that is inherent to the loss
function (Eq. 1). This trade-off can be seen in Figure 2: as the style
weight β increases (and α remains constant), small details progres-
sively fade.

Figure 2: Content-style trade-off. Increasing the intensity of the
style transfer (β), results in degradation of small details in the con-
tent image.

Figure 3: Quad-tree decomposition of the content image. Flat re-
gions result in larger patches, while areas with fine structure and
details get further subdivided into smaller patches.

Figure 4: Left: Source style (Musicians) and content (Tubingen)
images. Center: Resulting image after applying our method. Right:
Enlarged area of the image showing our method with (bottom), and
without (top) taking into account overlapping patches for blending.

4. Structure-preserving image style transfer

We present a simple approach that strives to preserve the image
details of the target image while still conveying the source image
style. We propose a selective image style transfer, applying differ-
ent values of the ratio α/β in different regions of the image, accord-
ing to the amount of details present in such regions: regions with
many details will be better preserved, while plain regions (such as
empty planes, background, or skies) will be more stylized. In addi-
tion to this, we use the content image as seed image (as opposed to
white noise used in the original neural style transfer), which leads
to a faster convergence.

Our method is based on splitting the content image in patches
of different sizes, with smaller patches corresponding to very de-
tailed regions, and large patches corresponding to plain regions.
We use a quad-tree decomposition of the content image that iter-
atively splits the image in squared patches with decreasing size in
log2 scale, with a subdivision criterion based on the homogeneity
of the patches. In each step, we compute the difference between the
maximum and minimum pixel values inside of each square, and we
compare it with a previously determined threshold. If the difference
is higher than this threshold, the patch is subdivided again (image
patches can be divided until the blocks are as small as 1-by-1 pix-
els). For all our results, this threshold is set to 0.1, this implies that
we will get very small squares for fine details as shown in Figure 3.
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Figure 5: Results using the Tübingen image as content image, and two different style images. For both results, the image on the left is the
result from the original neural style transfer, and the image on the right is our result. Our ability to preserve fine structure can be seen, e.g.,
in the windows.

Figure 6: Results using the Brad image as content image, and two different style images. For both results, the image on the left is the result
from the original neural style transfer, and the image on the right is our result. Our ability to preserve fine structure can be seen, e.g., in the
eyes and other facial features.

This method is very simple, but it has been proven to be very ef-
fective for several image processing tasks, including compression
or segmentation tasks [SHB14]. We show an example of this de-
composition in Figure 3: Once the process is completed, some very
detailed regions, like the eyes, will be split in small patches. The
α/β ratio applied to these regions will be higher (thus better pre-
serving content) than the ratio applied to those image regions with
large patches, such as the background of the image.

After applying the selective style transfer to all the patches, the
next step is to merge this stylized patches. Due to the division in
patches and the different ratios applied to them, simply joining the
patches together causes blocking artifacts (Figure 4). We solve this
problem by implementing a blending method that consists on ex-
panding the boundaries of the stylized patches, leading to an over-
lapping area among neighboring patches. For our experiments, we
have empirically found that expanding each of the boundaries of the
image patch by 1 pixel is enough to produce satisfactory results.
Then, for merging the overlapped regions, we compute the mean
of the corresponding stylized patches (all overlapping patches are
weighted equally for this operation), yielding smooth transitions
while preserving details.

Resulting images obtained using this technique are shown in Fig-
ures 5, and 6, together with results from the original neural style
transfer for comparison purposes. We show results for different
style and content images, illustrating how we are able to gener-
ate a result that preserves fine structures while conveying the de-
sired style. We additionally show in Figure 7 that our technique

is amenable to texture transfer, enabling a better adaptation to the
underlying content.

Figure 7: From left to right: Input content and style images, re-
sult by the original neural style transfer, and our result. Although
the line between texture and style transfer is fuzzy, this result aims
to illustrate that our technique can also be beneficial in a texture
transfer scenario.

Extension to video. In order to handle video, we simply run our
technique to perform style transfer in one out of every three frames.
Then, we compute optical flow [CN∗10] for the other two frames,
and use it to propagate the style transfer results; Figure 9 illustrates
the process. This procedure yields temporally plausible results at a
reduced cost (only one in three frames is processed). We use bidi-
rectional motion estimation for computing the motion vectors over
each pair of stylized frames. Then, we reconstruct two motion com-
pensated intermediate frames according to the estimated motion.
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Figure 8: Results using the Starry Night image as style image, and two different frames from the movie Big Buck Bunny as content images.
From left to right: original content image, results from the original neural style transfer, and our result.

Example frames of our technique applied to video are shown in
Figure 8.

Figure 9: We use the original frames (left) to estimate motion vec-
tors via optical flow. Only one in three frames is stylized, we use
that frame (center, bottom), together with the motion vectors (cen-
ter, top) to generate the remaining intermediate frames in which
stylization was not performed (right).

5. Conclusion and Future Work

We have presented in this work a content aware style transfer
method that introduces an alternative to alleviate one of the ma-
jor limitations of the state-of-the-art style transfer methods, the
content-style trade-off. We have also shown in this work that our

method can be easily adapted to video style transfer, allowing to
generate stylized videos where most of the details, edges, and con-
tent structure are preserved. Our results show that our method pro-
vides a reliable alternative for better preserving fine details in styl-
ized images. However, lowering the intensity of the style transfer
for some regions can cause that some results will not completely
convey the desired style. Future work in this direction could in-
clude taking into account perceptual aspects in order to identify the
regions or features of the image that maximize the impression of the
style. Our video implementation with optical flow yields plausible
results, however, more sophisticated techniques could be investi-
gated in the future for obtaining better temporal consistency.
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