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CLIP-based Neural Neighbor Style Transfer for 3D Assets
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Figure 1: Our method stylizes textures of objects such that they can be rendered easily with traditional 3D renderers. We show renders of a
scene, created in Blender, containing objects that were independently processed by our method using various style images (top left corners).

Abstract
We present a method for transferring the style from a set of images to the texture of a 3D object. The texture of an asset
is optimized with a differentiable renderer and losses using pretrained deep neural networks. More specifically, we utilize
a nearest-neighbor feature matching (NNFM) loss with CLIP-ResNet50 that we extend to support multiple style images. We
improve color accuracy and artistic control with an extra loss on user-provided or automatically extracted color palettes.
Finally, we show that a CLIP-based NNFM loss provides a different appearance over a VGG-based one by focusing more on
textural details over geometric shapes. However, we note that user preference is still subjective.

CCS Concepts
• Computing methodologies → Appearance and texture representations; Rasterization; Supervised learning by regression;

1. Introduction

Artistic style becomes an increasingly important factor of differen-
tiation from other digital content as the availability of physically-
based rendering improves. Modern animated shows often leverage
manual stylization to produce memorable visual qualities (see Spi-
derverse [Son18] or Arcane [RN21]). As stylized content becomes
more common, manual processes might become too tedious espe-
cially for large asset libraries. Automatic methods can prove useful
for either fully stylizing objects or providing great starting points.
Our research presents an initial attempt to tackle automatic styliza-
tion of 3D assets using CLIP [RKH∗21] based on a set of images
(Figure 1). We motivate the study of CLIP for 3D asset stylization
by its success in generative applications [RDN∗22] and hypothe-
size that the features of VGG are less optimal for stylization due to
classification being its target application. Our results show promise
but are not clearly better than VGG yet.

† Work done while both were employed at NVIDIA

2. Related work

Neural style transfer applies the style of an input image to
other content by minimizing the distance between statistics of
feature maps, such as Gram matrices, in a pretrained convolu-
tional neural network [GEB16]. Many recent works have im-
proved on this framework; see [JYF∗20] for a comprehensive
review. CLIP [RKH∗21] has proven powerful in both stylizing
and generating images, meshes and neural fields using text in-
put [JMB∗22, KY21, MBOL∗21, RDN∗22]. Due to its ability to
represent style, we investigate the use of CLIP for neural styliza-
tion of 3D assets. Similar to [KUH18], we optimize textures of 3D
assets with differentiable rendering but use features from a pre-
trained CLIP-ResNet50 network instead of VGG16 [LD15]. We
combine CLIP with a nearest-neighbor feature matching (NNFM)
approach [KKP∗22], as Gram matrices function poorly, and extend
it to multiple style images and include control over colors. Albeit
with VGG, [ZKB∗22] show that NNFM can successfully stylize
neural fields. Our results are not provably better than VGG-based
NNFM, but we hope our contributions are still useful for others.
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Figure 2: We stylize textures by minimizing a nearest-neighbor feature matching loss with CLIP-ResNet50, a VGG-based content loss and a
color palette loss. The NNFM style loss looks at rendered images with the style image as background whereas the content loss is computed on
renders without background. The color palette loss ensures colors are accurate to the style image. The palette is derived from cluster centers
predicted by K-means.

3. Method

In this section, we describe our method for transferring the style
from a set of images to the texture T of a 3D asset. We present
three main contributions; a CLIP-ResNet50-based style loss us-
ing nearest-neighbor feature matching (NNFM), an extension of
NNFM to multiple style images, and a color palette loss to improve
color accuracy and artistic control. To match the style of an in-
put image S, we use a nearest-neighbor feature matching (NNFM)
loss that minimizes distances in feature space while ignoring spatial
locations [KKP∗22]. We rely on the differentiable renderer from
Laine et al. [LHK∗20] due to its simplicity, but buffers output by
a deferred renderer could also be used. Our loss consists of three
components

L= λSLS +λCLC +λPLP (1)

where LS is the style loss, LC a VGG-based content loss and LP
our color palette loss. We describe these in the next sections. We
use batched optimization, and for each batch element we randomize
the camera and lighting to optimize over a diverse set of rendered
images rather than a restricted setting. See Figure 2 for an overview
of our approach and the supplementary material for more details.

CLIP-based NNFM style loss Here, we describe our application
of the NNFM style loss [KKP∗22]. Given a rendered image I and
style image S, we forward propagate both images through CLIP-
ResNet50 and extract feature maps from a set of layers L. Then, for
each layer l ∈ L, its feature maps are reshaped into sets of N and
M feature vectors F l(S) and F l(I) respectively. We minimize the
distance of each render feature vector to the nearest style feature
vector in the same layer according to

LS = ∑
l∈L

1
M

M

∑
i

N
min

j
D(F l(I)i,F

l(S) j) (2)

where D is the cosine similarity between the feature vectors and
L consists of the second convolutions from each block in layer3
and layer4. We also follow Wang et al. [WLV21] and smooth the
features with a Softmax before computing the style loss. We set
the style image as the background to reduce the impact of a mis-
matched background on optimization. To account for multiple style
images {Sk}k=1...K , we combine the reshaped sets of style fea-
ture vectors for layer l into a single larger set F l({Sk}k=1...K}) =
{F l(S1),F

l(S2), ...,F
l(SK)} and find the nearest feature vector

from that set instead.

Content loss To retain the characteristic content of the original
texture, we utilize a standard VGG16-based content loss which
minimizes the L2 distance between feature maps of a content image
I0, the 3d object without any stylization, and the current rendered
In image: LC = ∑v∈V L2(F

v
vgg(I0),F

v
vgg(In)). The set of layers V

are layers 11, 13 and 15 from VGG16. Note that we do not add the
style image as the background of I0 and In (Figure 2).

Color palette loss CLIP struggles to match colors in the style im-
age accurately without an additional color loss term to direct the
texture stylization (Figure 4). We include a loss that matches tex-
ture colors to a color palette P, either automatically extracted from
the style image or user-provided for artistic control. For each pixel
in the texture T , we minimize the L2 distance to the nearest RGB
color in the palette

LP =
1

WH

W,H

∑
i, j

|P|
min

k
L2(Ti, j,Pk) (3)

We apply the loss to the texture T , rather than the output render I,
to ignore the effects of shading and background. To automatically
extract the color palette from an image, we cluster colors based
on K-means and the final cluster centers become the palette. With
multiple style images, we select a primary style image for the color
palette extraction, but other methods would also work well.
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Style image Original CLIP Embedding VGG Gram CLIP Gram VGG NNFM CLIP NNFM (Ours)

Figure 3: Comparison of different style losses without our color palette loss. Directly using the CLIP embedding also extracts content from
the style image, in this case eyes and leaves, and prevents functioning transfer of style. Both Gram matrix-based methods show poor transfer
of style whereas the NNFM-based methods work better. However, VGG and CLIP extract different appearances from the style image. CLIP
focuses more on texture whereas VGG captures lines and points.

4. Results

In this section, we present results from our style transfer method for
textures of 3D assets. We compare each style transfer approach and
demonstrate the impact of each loss term. Then, we show artistic
control of colors and the effect of multiple style images. Additional
comparisons can be found in the supplemental material.

Style transfer comparison In Figure 3, we show a comparison of
various style transfer methods. A direct loss on the CLIP embed-
ding matches both content and style. Therefore, eyes and leaves are
visible in the textures. The standard Gram-matrix-based approach
with both VGG16 [GEB16] and CLIP-ResNet50 [RKH∗21] is un-
able to properly learn a global style appearance. The NNFM with
VGG16 [KKP∗22] manages to capture brush strokes and geometric
shapes well whereas CLIP-ResNet50 NNFM learns a more textu-
ral appearance. In the top row, VGG NNFM captures long brush
strokes flowing along the mesh but lacks texture. CLIP on the other
hand produces a painterly appearance but is missing longer strokes.
See also Figure 5. We hypothesize that the difference is due to the
different training objectives; classification for VGG and text-image
pairing for CLIP. We follow Zhang et al. [ZKB∗22] and use feature
maps from layers 11, 13 and 15 for VGG16-based style losses. The
supplemental material also provides a comparison of CLIP scores.

Loss ablation Our style transfer method consists of three losses; a
NNFM style loss, a VGG16-based content loss and a color palette
loss (section 3). Figure 4 shows the impact of each loss on our style
transfer method. The content loss constrains the optimization such
that we do not lose characteristic features from the original texture,
such as eyes of the cow. The color palette loss helps match the
colors of the style image better. Figure 5 shows that artistic control
over colors is possible by providing a custom palette instead of the
one extracted automatically by K-means.

Impact of multiple style images The nearest-neighbor feature
matching loss extends naturally to a larger number of style images
simply through concatenation as shown in section 3. In Figure 6, we
show the impact that additional images have on NNFM-based style

Style All losses No color loss NNFM only

Figure 4: The impact of each loss in CLIP-based NNFM style
transfer when using a black and white line art drawing as the style.
The color palette loss ensures colors match the style image whereas
the content loss ensures the content is preserved.

transfer. As additional style images are included, the style trans-
fer appearance changes and new patterns and colors can appear. In
these results, we used the first style image as the background and
for color palette extraction.

Conclusion and Future Work

Our method is an initial attempt at stylization of 3D assets with
CLIP. The nearest-neighbor feature matching loss produces a better
style compared to CLIP with Gram matrices. A CLIP-ResNet50-
based NNFM loss extracts a more textural appearance than NNFM
with VGG16, which focuses on geometric patterns. NNFM with
multiple style images enables generating textures with the com-
bined appearance of multiple styles. Our color palette loss im-
proves the color accuracy of the stylized texture and provides addi-
tional artistic control. However, our results are not objectively bet-
ter than VGG16 NNFM. Results would likely improve if a styliza-
tion method leverages the vision transformer architectures of CLIP
instead. Neural style fields [MBOL∗21] could also be beneficial,
especially for scene-level stylization, as texture coordinates might
not be optimal (Figure 1, 6). Stylizing BRDFs, e.g. for toon shad-
ing, also presents an interesting opportunity for novel research.
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Style K-means (VGG16) K-means (CLIP-ResNet50) Manual (VGG16) Manual (CLIP-ResNet50)

Figure 5: Our color palette loss allows controlling the color of the end result, even if the selected palette is very different from the colors
found in the style image. Columns labeled manual use a manually-selected color palette and the other columns use K-means extraction. One
can also see that CLIP-ResNet50 focuses more on texture whereas VGG16 prefers synthesizing geometric features such as lines.

1 style image 2 style images 3 style images

Figure 6: Additional style images affect the optimization result as
there are a larger number of feature vectors to compare against in
the NNFM loss. The repetition artifacts on the house are due to the
texture coordinates of the asset.
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