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Abstract
Cinematic Virtual Reality has been increasing in popularity in recent years. Watching 360◦ movies with a head mounted display,
the viewer can freely choose the direction of view and thus the visible section of the movie. Therefore, a new approach for the
placements of subtitles is needed. In a preliminary study we compared several static methods, where the position of the subtitles
is not influenced by the movie content. The preferred method was used in the main study to compare it with dynamic, world-
referenced subtitling, where the subtitles are placed in the movie world. The position of the subtitles depends on the scene and
is close to the speaking person. Even if the participants did not prefer one of these methods in general, for some cases in our
experiments world-referenced subtitles led to a higher score of presence, less sickness and lower workload.

CCS Concepts
• Human-centered computing → Virtual reality;; • Multimedia Information System → Artificial, augmented, and virtual
realities;

1. Introduction

360◦ movies are attracting widespread interest and have many pos-
sible applications, e.g. telling stories about exciting locations in
the world or ancient places of interest in history. Especially mu-
seums and other educational institutions can take advantage of this.
In Cinematic Virtual Reality (Cinematic VR), the viewer watches
a 360◦ movie using a head mounted display (HMD). Therefore, the
viewer is inside the movie and has the possibility to look around.
For watching movies in foreign languages, but also for supporting
deaf viewers, subtitles are needed. Not all rules of subtitling can
be transformed from traditional movies to Cinematic VR. The free-
dom of the viewer to choose the viewing direction requires new
approaches for subtitling.

In traditional movies, usually static subtitles are used. These
subtitles are mostly at the bottom of the movie and do not change
their position. This method is also called center-bottom subtitles
[KCH∗17]. In Cinematic VR subtitles which are static at the bot-
tom of the display, are not static, related to the movie world. They
are connected to the display and move along with it in case the
viewer is turning the head. In VR environments such objects are
called screen-referenced [SM05, YWS99].

For reducing head and eye movements during watching tradi-
tional movies with subtitles, there are attempts to use dynamic
subtitles placed near the speaker. The position of these subtitles
is dynamically changing and depends on the scene. Other names
for these subtitles are speaker following subtitles [KCH∗17] or po-
sitioned subtitles [BA14]. In Cinematic VR they are connected to
the virtual world, in our case to the movie, and stay fixed at their

place in the movie world, when the viewer turns the head. They are
world-referenced [SM05, YWS99].

Regarding subtitles in Cinematic VR there are three main issues.
The first issue is the position of the subtitle. The viewer can move
the head, thereby the field of view (FoV) is changing. There is no
bottom in a 360◦ image, so the standard location for static subti-
tles is missing. Using the bottom of the display is one approach
for static subtitles in Cinematic VR. World-referenced subtitles can
benefit from more space between the speakers in Cinematic VR. In
traditional movies there is usually only little room between dialog
partners, if they are in the same shot. In other cases, only one per-
son can be seen in one shot - the dialog partner in the next one. In
Cinematic VR all talking people are on the image at the same time
with some distance to each other - so the eye movements between
speaking people and bottom-based subtitles are mostly greater than
for subtitles placed between the speakers.

The second issue is speaker identification. The problem of
speaker identification is more relevant in Cinematic VR than in tra-
ditional videos, as all persons in the room are visible in the 360◦

image at the same time, even if the viewer sees just a part of it.
Placing the subtitles near the speaker, helps to identify the speaker,
however the viewer is restricted in the choice of the viewing direc-
tion when reading the subtitles. In our experiments we used speaker
names for the screen-referenced method and placements near the
speaker for the world-referenced method to indicate the speaker.

This leads to the third issue - the VR experience - which in-
cludes topics such as presence, sickness and workload. Watching
the movie using a HMD, the viewer gets the feeling of beeing part
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of the surrounding scenery. Since subtitles do not belong to this
scenery, the presence could be reduced and additional workload or
sickness could be caused.

Nowadays, in ordinary 360◦ movie players, e.g. the YouTube
player, the subtitles are fixed at the bottom of the display (screen-
referenced subtitles). Even if currently the majority of 360◦ videos
is viewed via a flat screen, in our research we focus on subtitle
methods for HMDs which needs a new approach. The findings
about presence and sickness are not relevant for flat screens, how-
ever the problem of speaker identification is also present for flat
screens and further research is important in this case.

Searching for a subtitling method in Cinematic VR, the follow-
ing issues have to be taken into account:

• The subtitles have to be easily readable and should support the
viewer’s understanding of the story.
• The subtitles have to be understandable with an easy way for

speaker identification.
• The subtitles should not destroy the VR experience - with as little

eye strain as possible, less sickness and high presence.

Since speaker identification is an important issue for subtitling, es-
pecially in Cinematic VR, we chose scenes with more than one
speaker: one dialog scene with two people and a meeting room
scene with a changing number of more than three people. We com-
pared different subtitle methods for these scenes.

As a first approach to this topic, we started studies for hearing
viewers watching movies in foreign languages. We are aware of the
fact that not all of our findings can be adapted to subtitles for deaf
viewers. Even if in flat screens, subtitles for hearing and deaf people
are the same, in virtual environments it makes a big difference if the
viewer can hear the person - even in a foreign language - because
it depends on the viewing direction if the viewer sees the speaker.
A hearing person always notices, if a person starts to speak. For
parts of our user study we had one deaf participant, who gave us
valuable hints for our further research. We did not include this data
in our analysis, as we decided to work out subtitle methods for this
specific user group in the near future.

2. Related Work

2.1. Placement of Subtitles in Traditional Videos

Several studies investigated the placement of dynamic subtitles in
traditional videos for reducing the switching rate and distance be-
tween regions of interests and subtitles [BA14,BJC∗15,AHKM16,
HWY∗11, HKYW15]. Akahori et al. [AHKM16] determined the
region of interest by eye tracking data of the movie and placed the
subtitles at the lower part of this region to reduce eye movements.
The experiments of Chen et al. [CYLJ] showed that in the case
of dynamic subtitles (subtitles on the speaker’s side) learners take
more time to focus on the video than watching a movie with static
subtitles. In our work we investigate if dynamic/world-referenced
subtitles are applicable in Cinematic VR environments and if the
methods have any influence on the viewing experience.

Kurzhals et al. [KCH∗17] compared center-bottom subtitles with
dynamic (speaker-following) subtitles in traditional videos. Dy-
namic subtitles led to higher fixation counts on points of interest

and reduced saccade lengths. The participants had the subjective
impression of understanding the content better with dynamic sub-
titles. In their experiments the audio was muted. Since in Cine-
matic VR, audio is an important cue for hearing people to recog-
nize something new in the scene, even outside the FoV, we did not
adapt this approach. Instead, we manipulated the spoken parts by
reverse audio filters.

Several measuring methods for comparing cognitive load with
and without subtitles in traditional movies were used by Kruger et
al. [KHM13]: tracking of the pupil dilation, electroencephalogra-
phy (EEG), and self-reported ratings. In their experiments same-
language subtitles in an educational context reduced the cognitive
load (determined by the pupil diameter) and resulted in a lower
frustration level (determined by EEG).

Brown et al. [BJC∗15] analyzed eye tracking data for subtitles in
regular videos. They found out, that gaze patterns of people watch-
ing dynamic subtitles were more similar to the baseline than watch-
ing with traditional subtitles. Most of the participants were more
immersed and missed less of the content. However, a few people
preferred traditional subtitles, because they found dynamic subti-
tles more distracting. Another mentioned disadvantage was the fact,
that for viewers who do not need subtitles, dynamic subtitles are
more disruptive. This weakness is not relevant for Cinematic VR,
as every viewer can choose if subtitles are desired, in contrast to
traditional videos, where several people look at the same display.

2.2. Speaker Identification in Traditional Videos

Another problem besides placement of subtitles is the identifica-
tion of speakers in cases where there are more than one speaker. To
place the subtitles near the speaker is one of the methods which can
help to solve the problem [VF10]. Other methods are: using colors,
speaker names, different font types, icons and other graphical ele-
ments [VF09, VF10, K∗94].

Vy and Fels [VF10] compared subtitles including speaker names
with subtitles next to the speaker. In their experiments the partici-
pants felt distracted by subtitles following the speaker who changes
the place. Speaker names were helpful for most participants, but not
for deaf viewers, who are not aware of the voices and do not usu-
ally identify people by names, but rather by visual characteristics.
A conclusion of the paper is that deaf or hard of hearing people
need different methods of subtitling than hearing people. Since our
participants were hearing people we used names for speaker iden-
tification in the screen-referenced method.

2.3. Subtitles in Augmented Reality

Research in Cinematic VR is very close to augmented reality (AR),
where the real world takes the place of the 360◦movie. Peng et
al. [PHT∗18] investigated speech bubbles, which are very similar
to dynamic subtitles. A system with realtime speech recognition for
AR-HMDs was developed for supporting deaf and hard-of-hearing
people in conversations. The participants preferred speech bubbles
to traditional subtitles. In our work we decided not to use speech
bubbles, since they cover too much of the movie. However, the po-
sition of the subtitles and the bubbles near the speaker is the same.
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Problems as speaker identification and the influence of subtitles on
presence differ in AR and Cinematic VR.

2.4. Static Subtitles in 360◦Videos

In their work-in-progress Brown et al. [BTP∗17] suggested four
static methods of subtitling for Cinematic VR (Figure 1):

• 120-Degree: the subtitles are placed at three different spots
around the viewer (0◦, 120◦, 240◦) and 15◦ below the horizon.
• Static-Follow: the subtitles are fixed in front of the viewer and

are statically connected to the head movements. They are 15◦

below the 0◦-line (directly ahead).
• Lag-Follow: similar to the Static-Follow method, but the sub-

titles remain in place for small head movements (below 30◦).
They are changing their position smoothly.
• Appear: each subtitle appears in front of the viewer (15◦ below

the 0◦-line). It stays static in the environment even if the viewer
is moving the head. The position of the next subtitle depends on
the new head direction.

We implemented these methods and compared them in a prelimi-
nary study.

Figure 1: Four static subtitle methods. The subtitle is
(a) placed three times always in the same place
(b) moving with the head of the viewer
(c) moving every time, the head rotates more than 30◦

(d) placed where the viewer is looking when the subtitle is changing

3. Preliminary Study

There were three goals of the preliminary study. Firstly, we were
looking for the optimal font size and text placements. Secondly,
we tried out a way of audio manipulation which does not confuse
the viewer. The audio should sound natural, however, incompre-
hensible, because we wanted to motivate the user to read the sub-
titles. We decided not to spatialize the audio. Spatial sound could
be an important aid for speaker identification, which should be in-
vestigated separately. Thirdly, we investigated which static method
(Figure 1) is working best in a Cinematic VR environment. The re-
sult of the pilot study was used for the main study: the comparison
with dynamic, world-referenced subtitling.

When we started our research, we wanted to compare two static
methods, which were similar to the 120-Degree method and the
Static-Follow method described above. Since around that time
Brown et al. [BTP∗17] published their proposal for four static sub-
titling methods, we decided to verify all four of them. The results
of Brown [Bro18] were not yet published, when we finished our
preliminary study. However, it turned out that the results are very
similar.

3.1. Implementation

For implementing the subtitle methods, we used Unity 5.6.2 and the
integrated video player. The free asset TextMeshPro was installed
for modifying various text attributes of the subtitles and editing
the text. Some attributes were taken from the German guidelines
for subtitles in traditional movies [ARD17, Sch17]: the maximum
number of characters per line (37) and the maximum permissible
lines of subtitles (2). Other parameters were determined in the pilot
study: the font size and distance from the horizon line. For chang-
ing the subtitles, the Animator component of Unity was used. Each
of the four methods was implemented with an own script.

3.2. Material and Participants

For the pilot study, 5 voluntary participants (5 men, aged between
21 and 26) watched a short video with an Oculus Rift sitting on a
swivel chair. Every participant viewed all four methods, the order
of the methods was permuted. After that, in a semi-structured in-
terview the participants were asked about the preferred method and
the used parameters.

3.3. Results

All participants chose the Static-Follow method as the most com-
fortable and best working. Hence, for the main study we compared
this method with world-referenced subtitling. For most participants
15◦ below the 0◦-line was too far away from the viewing direction.
So, we changed it to 12.5◦, which was comfortable for all probands.
The manipulated audio worked well.

4. Main Study

In the main study we compared screen-referenced and world-
referenced subtitling. For the screen-referenced subtitles, the text
is fixed in front of the viewer, statically connected to the HMD and
so to head movements. They are 12.5◦ below the 0◦-line. Inde-
pendent of the viewing direction, the subtitles are in front - on the
bottom of the display. For speaker identification, the name of the
speaker is added at the beginning of the text. World-referenced
subtitles are connected to the movie world and positioned near the
speaker. It depends on the scenario where the subtitles are exactly
placed.

4.1. Participants and Material

34 participants (26 men, 8 women, average age 22.9) watched the
videos using an Oculus Rift. 23 participants had some experiences
in VR, 19 used subtitles in their daily life. The participants saw two
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short scenes recorded in a TV studio (3min length overall). In the
first scene (Figure 2) two people, who do not change their places,
talk to each other - we call this the "talk" video (T).

Figure 2: The scene of the talk video (T): there are two talking
persons. The frame shows the field of view, the text the positions of
the subtitles, above: world-referenced, below: screen-referenced.

In the second scene (Figure 3), there are several people in a meet-
ing room, others are coming and leaving. This video is called the
"meeting" video (M). We wanted to make sure, the participants did
not understand the spoken text, therefore the audio was manipu-
lated.

Figure 3: The scene of the meeting video (M): several people in the
same room. The frame shows the field of view, the text the positions
of the subtitles, above: world-referenced, below: screen-referenced.

4.2. Study Procedure

In case the participants had no experiences in VR, an introduction
was given and a short movie was shown before the study. At the
beginning, the participants were asked to fill out the first part of a
questionnaire. The questionnaire consists of several segments:

• demographics (age, gender, experiences) - at the beginning
• task workload - after each video
• simulator sickness - after each video
• presence - after each video
• comparison of the two methods - at the end

After the demographics questionnaire part, every participant saw
the same two short videos, each of them with one of the two meth-
ods. The order of videos and methods was counterbalanced using
all four possible combinations:

• Tw - Talk with world-referenced subtitles
• Ts - Talk with screen-referenced subtitles
• Mw - Meeting with world-referenced subtitles
• Ms - Meeting with screen-referenced subtitles

So, each video/method combination was watched by 17 partici-
pants. All the head movements were tracked. After each video the
task workload, sickness and presence parts of the questionnaire
were answered.

Task workload: The workload was studied using the NASA-TLX
questionnaire [HS88], where all six sub-scales were used: (1) Men-
tal Demand, (2) Physical Demand, (3) Temporal Demand, (4) Per-
formance, (5) Effort, (6) Frustration.
As described in [Har06] we eliminated the weighting process and
used the Raw TLX (RTLX). In addition to the overall load, the sub-
scale rates of each single item were compared for finding possible
reasons for increased workload.

Simulator sickness: For measuring simulator sickness a reduced
questionnaire of the Simulator Sickness Questionnaire (SSQ) of
Kennedy et al. [KLBL93] was used. Since not all questions are
relevant for Cinematic VR, six items were selected: (1) general
discomfort, (2) fatigue, (3) headache, (4) eye strain, (5) difficulty
focusing, (6) nausea, (7) difficulty concentrating.
In this way it was not possible to calculate the total score exactly
as it is described in the original paper [KLBL93]. However, using
the selected items, we could calculate scores for nausea, oculomo-
tor and disorientation to compare both methods. Additionally, we
inspected the rates of each item in detail to find possible reasons
for sickness. Similar to the task workload evaluation we used raw
scores without weighting [BSJRW09].
For each item one of the sickness levels (none, slight, moderate, se-
vere) could be chosen and the answers were transformed to a scale
from 0 (none) to 3 (severe). The reported rates are the sums of these
values [KLBL93].

Presence: To investigate the presence, we used parts of the pres-
ence questionnaire (PQ) of Witmer and Singer [WS98]. Since the
PQ was developed for general virtual environments with interac-
tivity and movement, we chose some of the questions which are
relevant for Cinematic VR:

• How involved were you in the virtual environment experience?
(involvement)

• How much did the visual aspects of the environment involve
you? (visual)

• How much did the auditory aspects of the environment involve
you? (audio)

• How quickly did you adjust to the virtual environment experi-
ence? (time)

• How much did your experiences in the virtual environment seem
consistent with your real-world experiences? (accordance)

After each video a semi-structured interview was held and
recorded. This interview was based on the questions in [BJC∗15]
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with some additional issues about the content. The questionnaire
ended with some questions comparing the two methods.

5. Results

5.1. Analysis of the Spatiotemporal Data

In our experiments we collected two types of data: the head orienta-
tion tracking coordinates (spatiotemporal data), and the answers of
the questionnaires. Inspecting the head tracking data, we could not
find significant differences between the two methods for the meet-
ing video. The hotspots were distributed in the room - not only
around the speaking persons.

However, in the dialog of the talk video the participants were
more focused on the speakers when the world-referenced method
was used (Figure 4).

Figure 4: Heatmap of the head tracking data for the talk video with
world-referenced subtitles (Tw). There is a cluster in the area of the
subtitles.

The participants who watched this scene with the screen-referenced
method looked around more often during the dialog of the protag-
onists (Figure 5).

Figure 5: Heatmap of the head tracking data for the talk video
with screen-referenced subtitles (Ts). The viewers are looking more
around than in the world-referenced case.

With the world-referenced method the user has to stay near the
speakers for reading the subtitles. In contrast, the screen-referenced

method, where the subtitles are fixed on the display, enables the
viewer to look around and read at the same time.

5.2. Analysis of the Questionnaires

In the answers of the comparison part of the questionnaire we did
not find preferences for one of the methods. However, comparing
the score of the sickness and workload parts, the viewers felt in
some aspects more comfortable with the world-referenced method.
Additionally, the presence questions were answered with a slightly
higher rate for the world-referenced method.

Task Workload: Comparing the total scores for NASA-TLX,
the workload for nearly all items, except physical demand and per-
formance, was higher for the screen-referenced method. (Table 1).

Screen-referenced World-referenced p-value (t-test)

Mental Demand 59.41 (27.44) 43.09 (26.54) .007

Physical Demand 24.27 (17.84) 31.32 (24.26) .08

Temporal Demand 57.35 (30.23) 45.15 (26.04) .03

Performance 45.74 (26.06) 44.71 (26.97) .4

Effort 48.82 (28.04) 36.32 (22.47) .02

Frustration 46.32 (29.42) 30.15 (22.21) .006

Total Demand 46.98 (20.23) 38.45 (15.48) .38

Table 1: Rates for several sections of the NASA-TLX (means, stan-
dard deviation). The significant differences between the two meth-
ods were evaluated by t-tests and marked bold. In all of these cases
the rates are higher for the screen-referenced method.

In a closer inspection we investigated the data for the two videos
separately (Figure 6). We performed a two sample t-test per item,
which did not show a significant difference for nearly all items in
the meeting video. However, there is a higher workload score for
the world-referenced method in physical demand (t-test: t=-3.35,
df=16, p=.001).

Figure 6: Scores of the NASA-TLX questionnaire (means, standard
deviation) for every video/method combination. The significant dif-
ferences areas are marked by a border.
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Inspecting the data of the talk video and perfoming t-tests
for each item, we found significant higher workload for the
screen-referenced method in:
- mental demand (t = 3.7, df = 16, p = .0004).
- physical demand (t = 1.9, df = 16, p = .032)
- temporal demand (t = 1.8, df = 16, p = .035)
- effort (t = 2.4, df = 16, p = .01)
- frustration (t = 2.9, df = 16, p = .004)
- in total demand (t = 2.9, df = 16, p = .003)
The differences for all other items are not significant.

Simulator Sickness: Generally, the participants only had
slightly noticeable discomfort. However, the rates for all sections
of the SSQ were higher for the screen-referenced method (Table 2).
Since we did not use all the questions of the questionnaire, the
scores in Figure 7 cannot be compared to results of other papers.
They were only used to compare both methods.

nausea oculomotor disorientation

screen-referenced 33 91 24

world-referenced 29 75 23

Table 2: Rates for several sections of the SSQ. In all cases the rates
are higher for the screen-referenced method.

Considering the questions separately, for most items the differ-
ence was slight, however the eye strain score was significant higher
for the screen-referenced method (Figure 7) (t-test: t=1.7, df=16,
p=.047).

Figure 7: Rates (summations) of Simulator Sickness for every
video/method combination. There is only a significant difference
for eye strain.

Presence: Comparing the answers to the PQ for both meth-
ods, the differences were slight in nearly all cases. However, the
question "How quickly did you adjust to the virtual environment
experience?" resulted in a significant higher score for the world-
referenced method (t-test: t = -2.3, df = 33, p = .01) (Table 3).
To find more detailed results, the answers for the two different
videos were analyzed separately (Figure 8) and a two sample t-test
was performed for every item. We found significant higher pres-
ence levels in the following combinations:
- Ts: audio item (t=1.8, df=16, p = .041)
- Mw: involvement item (t=-2.39, df=16, p= .011 )
- Mw: time (t=-2.31, df=16, p = .014).

Screen-referenced World-referenced p(t-test)

How involved ...? 3.88 (1.68) 4.06 (1.94) 0.3

... visual aspects ...? 4.24 (1.83) 4.18 (1.82) 0.4

... auditory aspects ...? 3.67 (1.72) 3.26 (1.68) 0.1

How quickly ...? 5.26(1.81) 6.15 (1.18) 0.01

How ... consistent ...? 4.88 (1.70) 5.12 (1.61) 0.2

Table 3: Means and standard deviation for the presence questions.
Significant differences between the two methods are marked bold.

Figure 8: Means and standard deviations for the presence ques-
tions for every video/method combination. Bordered values show
significant differences between the two methods.

In Table 4 the results of the questionnaire analysis are summarized.

Talk Meeting Overall

Task Workload world physical: screen world
(lower)

Sickness eye strain: world world
(lower) general discomfort:world

Presence audio:screen involvement:world time:world
(higher) time:world

Table 4: Summary of the results. The table shows the methods with
the best result.

5.3. Qualitative Analysis

After every section of the questionnaire the participants could give
some comments about the methods. Additionally, a semi-structured
interview was carried out. In summary, the following statements
were mentioned.

Screen-referenced Method, positive:

• "I can decide where to look." (P10, P30, P11, P19, P23, P31,
P34, P16, P32)

• "This method is similar to the method in TV." (P18)
• "The subtitles are always visible." (P5, P6, P2, P26)

Screen-referenced Method, negative:

• "It is difficult to assign the speaking person." (P14)
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World-referenced Method, positive:

• "Subtitles can be assigned more easily to the speaker." (P1, P25,
P14, P3, P15, P8, P24)
• "Speakers and subtitles can be seen simultaneously." (P33)
• "It is a more natural experience. " (P13, P15, P12, P24)
• "It is easier to absorb the content." (P17, P21, P4, P8)

World-referenced Method, negative:

• "I am forced to look at the speaker." (P7, P19)
• "It is sometimes difficult to discover the speaker." (P29, P33)
• "I did not know where the next subtitle will appear." (P33)

Asking the participants directly about the preferences for the two
subtitling methods, the results were well-balanced. In contrast to
the NASA-TLX, SSQ and PQ parts we could not find a preferred
method. However, we got important hints for problems which
should be solved in the future.

6. Discussion and Limitation

In this work we explored several methods of subtitling. First the
position of static subtitles was tested. Comparing four techniques,
the Static-Follow method, where the subtitles are connected to the
display and thus to head movements, was preferred by all users of
our pilot study. This result coincides with the study of the BBC
research department [Bro18]. In a second step this method was
compared with subtitles which are connected to the movie world.
We could not find one generally preferred method. The position of
screen-referenced subtitles makes it easier to look around, but the
participants had the subjective impression that it is more difficult to
absorb the content.

For speaker identification the world-referenced method is pre-
ferred. The viewer can see the speaking person and read the subti-
tles simultaneously without extensive eye movements. However, if
the speaking person is changing and the following person is not in
the FoV, it needs some effort to find the new speaker and subtitle. If
there are more than one speaking person in the movie, it is difficult
to match the subtitles to the speakers using the screen-referenced
method. So, it is more difficult to understand the story.

At the moment the most CVR movies do not use spatial sound.
Also, in our user study the sound was not spatial. Spatial sound can
be an important aid in speaker identification for hearing people.
This should be further investigated.

Even if the participants did not prefer one of the methods in the
comparison part of the questionnaire, the questions about the VR
experience result in better scores for the world-referenced method.
One reason could be that world-referenced subtitles are integrated
in the movie and screen-referenced subtitles are part of the display.
Participants noted, that world-referenced subtitles are "more natu-
ral, it coincides more with the real life". Comparing the data re-
garding task workload, sickness and presence the world-referenced
subtitling method was more comfortable in several cases. There is
less eye strain because the subtitles are placed near the speakers
and the viewer is not forced to switch to the bottom of the FoV.
The screen-referenced method has a better score just in one item:
physical demand in the meeting scene.

In our experiment the screen-referenced method led to higher
workload in most cases. One explanation for this could be that fol-
lowing subtitles and watching the movie need more effort if speaker
and text are not linked. One exception is the higher physical de-
mand for the world-referenced method in the meeting scene. This
could be caused by the fact that the people are not close to each
other, so the viewer has to search the next person for reading the
subtitle and also to move the head.

There was only slight sickness during the experiments. For most
items the difference between the methods is small, however the eye
strain score is higher for the screen-referenced method (Figure 7),
caused by more eye movements for switching between the person
and the text.

Analyzing the presence questions for the meeting video, the
world-referenced method resulted in higher scores for the questions
"How involved were you in the virtual environment experience?"
and "How quickly did you adjust to the virtual environment experi-
ence?" (Figure 8). A reason for that could be that world-referenced
subtitles tend to be more part of the environment than subtitles con-
nected to the display.

The results of our study depend on the type of the scene. We
explored two types of scenes: a dialog of two persons and a group
of speaking people. The protagonists did not change their positions
during the conversation. For moving protagonists, who are speak-
ing, world-referenced subtitles need to move accordingly, which
could cause sickness. Such scenarios require further testing.

Inspecting the heatmaps of the head tracking data, we found dif-
ferences for the talk scene. In time intervals where people were
speaking, the data of the world-referenced methods are more con-
centrated around the speakers, which means less head movements.
This could be one reason for the lower task workload which results
from the answers of the NASA-TLX.

The participants of this study were hearing people. So, the results
can be helpful for finding subtitle methods for foreign languages.
It requires more experiments to find out if deaf or hard of hearing
viewers need other approaches.

For logging the viewing direction, we used head tracking. The
additional usage of an eye tracker could lead to more detailed re-
sults in the analysis of the viewing direction.

The video material of our user study was very short (overall
3min). However, the participants reported some discomfort. Read-
ing subtitles in Cinematic VR for a longer time needs further re-
search.

32% of our participants were beginners in VR and reading subti-
tles in cinematic VR was new for everybody. Doing this more often
and being more familiar with the use of subtitles can lead to less
effort and more comfortable reading.

7. Conclusion and Future Work

Both methods - screen-referenced and world-referenced subtitling
- are helpful for understanding movies in foreign languages. Even
if our work is just a first approach and we investigated just two
special scenes, the results of this study encourage further studies
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in this field. We think there is much potential in world-referenced
subtitles which are not used in Cinematic VR at the moment. How-
ever, none of the investigated methods meet all requirements for
each scenario in Cinematic Virtual Reality. A combination of the
methods depending on the requirements could be a new approach:
the world-referenced subtitles are used when the speaker is in the
field of view. They switch to screen-referenced subtitles when the
viewer turns the head and the speaker disappears from the FoV.
Additionally, the subtitling methods could be expanded with tech-
niques of attention guiding to facilitate speaker identification.

Furthermore, we will continue our work with deaf or hard of
hearing people, where more effort in the speaker identification is
needed. For hearing people, the voices of the protagonists are an
aid which is not available for deaf people. Different colors, fonts
or signs are already used in subtitling of traditional movies and
could be adapted. However, the problem of speaker identification in
cinematic VR is harder than in traditional movies and needs further
research.

Even if we are just at the beginning of finding useful subtitle
methods for Cinematic VR, these techniques are also important in
other areas such as Augmented Reality and other fields of virtual
reality.
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