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Abstract
Spatial Augmented Reality (SAR), e.g., based on monoscopic projected imagery on physical three-dimensional (3D) surfaces,
can be particularly well-suited for ad hoc group or multi-user augmented reality experiences since it does not encumber users
with head-worn or carried devices. However, conveying a notion of realistic 3D shapes and movements on SAR surfaces using
monoscopic imagery is a difficult challenge. While previous work focused on physical actuation of such surfaces to achieve geo-
metrically dynamic content, we introduce a different concept, which we call “Synthetic Animatronics,” i.e., conveying geometric
movement or deformation purely through manipulation of the imagery being shown on a static display surface. We present a
model for the distribution of the viewpoint-dependent distortion that occurs when there are discrepancies between the physical
display surface and the virtual object being represented, and describe a realtime implementation for a method of adaptively
filtering the imagery based on an approximation of expected potential error. Finally, we describe an existing physical SAR setup
well-suited for synthetic animatronics and a corresponding Unity-based SAR simulator allowing for flexible exploration and
validation of the technique and various parameters.

CCS Concepts
• Computing methodologies → Rendering; Mixed / augmented reality; Perception; Simulation support systems;

1. Introduction

Spatial augmented reality (SAR) [BR05] has several advantages
over traditional head-worn or hand-held AR systems that makes
it particularly well suited for ad hoc group or multi-user con-
tent. SAR has been used for a wide range of applications includ-
ing telepresence [LWN∗11], entertainment (e.g., at theme parks),
training [HDN∗15], advertising, architectural design [MPWG05],
and art. SAR does not encumber users with head-worn or carried
devices and has benefits over using simple 2D display surfaces
for group experiences where physicality and related viewpoint-
dependent effects (e.g., eye-gaze) are important. SAR is typically
achieved by displaying light on a physical surface using mono-
scopic projected imagery [RWLB01] or shaped OLED displays,
as opposed to stereoscopic display systems based on active shutter
glasses, passive stereo preserving polarization, or autostereoscopic
displays, which have their own tradeoffs and downsides.

SAR content is generally static or constrained to motion that re-
mains on or near to the physical display surface, and in some cases
the augmented surface can be physically actuated to achieve larger
motion or deformations [LWN∗11,IOT∗08]. However, physical ac-
tuation comes with several possible drawbacks: added cost and
complexity, higher maintenance, unwanted noise, additional power
requirements, larger footprint, and practical limits on the types of
motion, such as degrees of freedom and deformations.

In contrast to physical actuation, synthetic animatronics refers to
the concept of conveying geometric movement or deformation of
a SAR object purely through manipulation of the imagery, while
the physical display surface on which the imagery is being shown
remains static. We use the term virtual object when referring to
the virtual content (what we want users to perceive) and physical
display surface to refer to the physical surface on which imagery of
the virtual object (potentially distorted, re-projected, filtered, etc.)
is shown.

When the geometry of the virtual object does not closely match
the physical display surface, there will be apparent, viewpoint-
dependent distortions, with the exception of some trivial cases (e.g.,
a single, head-tracked user). In this paper, we always assume that
visual distortions should be minimized for multiple or non-tracked
users, which means that no perfect computational solution to the
challenge of arbitrary distortion-free viewpoints exists. However,
there are several approaches for trying to minimize the overall mis-
perception due to these distortions, including a one-time optimiza-
tion of the physical display surface shape and optimization of how
imagery from the virtual object is spatially mapped onto the physi-
cal display surface.

In this paper, we present a novel approach, utilizing dynamic fil-
tering of the imagery being shown on the physical display surface to
avoid incorrect shape cues or disturbing visual artifacts in areas of
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high distortion. In this paper we also present an implementation of
the dynamic filtering approach that uses components of the existing
hardware accelerated rendering pipeline to downsample imagery in
real-time, using a per-pixel approximation of the distortion based
on the current pose of an arbitrarily animated virtual object.

2. Related Work

The basic concept of spatially augmented reality was first presented
in 1998 by Raskar et al. [RWF98]. Bandyopadhyay et al. expanded
on the idea of “lifting” the appearance of a virtual object to replace
the appearance on a different physical object, including dynamic
effects like relighting, under the term shader lamps [RWLB01].
While shader lamps have been used to recreate some dynamic ap-
pearance effects and some simple animations, the geometric motion
was generally constrained such that the virtual object and physical
display surface remained geometrically approximately co-located.

For projector-based SAR systems, a significant amount of work
has investigated methods to account for diffuse and specular mate-
rial properties, surface coloring, environmental lighting, etc. when
projecting onto arbitrary display surfaces by computing a com-
pensation image [GPNB04], performing non-linear optimization of
color compliance [LAS∗11], or leveraging the presence of environ-
mental light [LA12].

A considerable amount of work has also been done looking at
tracking and registration for SAR objects that may move [ZXT∗16]
or deform [PIS15, SLS∗17] at runtime, but it is important to note
that unlike these methods, which first and foremost attempt to min-
imize geometric discrepancies between the real and the virtual,
synthetic animatronics is fundamentally doing something differ-
ent: intentionally causing non-trivial geometric distances between
the augmented surface and the virtual object. Because of this dif-
ference, traditional projection mapping techniques based on regis-
tering virtual content to a tracked or otherwise captured physical
surface do not address the viewpoint-dependent distortions caused
by synthetic animatronics.

Unlike SAR, projection-based VR systems display virtual con-
tent that is typically independent of the spatial shape of the display
surface, e.g., viewing head-tracked perspective correct 3D content
on a planar surface. However, similar to issues with distortion due
to a mismatch between real and virtual surfaces in SAR, addi-
tional viewers in projection-baed VR see distorted imagery that is
not viewpoint-correct. In an attempt to mitigate this problem for
a specific projection-based VR system, de Haan et al. explored
using an averaged perspective camera view to distribute the dis-
tortion over multiple users while maintaining user-specific visual
interaction elements that appeared correct for the corresponding
user [DHMKP07].

Moreover, researchers looked into stereoscopic projection-based
SAR for multiple untracked or single tracked users as a promis-
ing technology for creating an illusion of virtual and real ob-
jects coexisting within the same space [AFT13]. For instance,
Schmidt et al. performed an experiment with a perceptual match-
ing task and showed that even geometrically and perspectively cor-
rect stereoscopic projections in SAR often do not lead to a con-
sistent depth perception of the virtual and real scene content, and

they found strong interpersonal differences depending on binocular
vision [SBS17]. These results in SAR match observed mispercep-
tion in depth and shape of 3D objects in a wide range of stereo-
scopic display systems [BST14, LK03, RVH13, BAOL16]. While
most stereoscopic SAR is currently limited to a single user, future
projector systems might enable multi-user head-coupled stereo-
scopic rendering in SAR [BKKF13]. However, as stated above,
stereoscopic SAR and the related issues are beyond the scope of
the work presented in this paper.

Physical interaction with and manipulation of SAR objects was
described and explored by Raskar and Low [RL01] as well as
Thomas et al. [TMS∗14]. Hochreiter et al. studied a specific touch-
based interaction paradigm leveraging the physicality of a SAR sur-
face [HDN∗15].

Much augmented reality (AR) and SAR work relies on assump-
tions that the model of the virtual object and the physical display
surface are geometrically very close and that the imagery was prop-
erly registered on the display surface, however this is not always
the case. For relatively small geometric features, such as wrin-
kles being viewed from some distance away, the viewpoint-specific
changes in the correct imagery would be slight enough that pro-
jected imagery, such as virtual shading to convey fine details, pro-
vides an effective perception of the desired features [BBG∗13].
AR systems will realistically always have some registration er-
rors. These errors arise from multiple sources including tracking
accuracy, latency, or geometric uncertainty. MacIntyre and Coelho
explored the idea of level of error filtering in video-based AR to
change how augmented content is presented given estimates of the
current registration error [MC00]. MacIntyre et al. expanded on this
idea for registering outlines of objects that were created by grow-
ing the visual hull of the object based on the current estimate of the
registration error [MCJ02].

Our method is also informed by other work describing how we
perceive shape and various static visual shape cues [Tod04,WF06],
how our mental models affect shape perception [Gre97], and shape
cues arising from motion [BWW94].

3. Distortion during Synthetic Animatronics

Geometric distance between the virtual object and the physical dis-
play surface on which it is being represented results in varying dis-
placements for points on the virtual object and where they appear
on the physical augmented surface. This displacement is depen-
dent on the viewpoint, and while the mapping of virtual object im-
agery onto the physical display surface can be made to have effec-
tively zero displacement for a single viewpoint (i.e., head-tracked,
monocular perspective rendering), there would still be apparent fea-
ture displacements for other viewpoints (including between two
eyes of a user), and for untracked users.

For a given point p on the physical display surface and a map-
ping between the current pose of the virtual object such that the im-
agery at p corresponds to point p′ on the virtual object, we define
the distance between the surfaces as dG = |p− p′|. At point p, for
a given viewpoint v0, the point p′0 corresponds to the expected im-
agery (e.g., color RGB value) of the virtual object (see Figure 1(b)).

c© 2018 The Author(s)
Eurographics Proceedings c© 2018 The Eurographics Association.

66



Ryan Schubert & Gerd Bruder & Gregory Welch / Adaptive Filtering of Physical-Virtual Artifacts for Synthetic Animatronics

(a) (b)

Figure 1: Illustration of visual distortions in spatial augmented reality: (a) Viewpoint-dependence of incorrect imagery at example viewpoints
when the distance between the virtual surface of the source object and the physical display surface increases. (b) The apparent displacement
e0 between the expected source object imagery p′0 and the actual imagery from p′, from viewpoint v0.

For small values of dG where both surfaces are approximately lo-
cally planar, the apparent displacement or error e0 will be propor-
tional to the distance between the surfaces: e0 ∝ |p′− p′0|.

If all expected viewpoints or viewing regions are known ahead of
time, the viewing information could be used to guide both the dis-
play surface shape as well as how the virtual object appearance is
mapped onto the physical display surface. However, in the absence
of any predetermined constraints, we make two generalizations that
allow us to quickly filter the resulting imagery without needing any
additional geometric information. The first is that e0 ∝ |p′− p′0|
even for larger values of dG. The second is that across many pos-
sible viewpoints, the aggregate of all values of e is also approxi-
mately proportional to dG (see Figure 1(a)).

There is also a relationship between the content of the imagery
on the virtual object and how apparent the resulting displacement is
on the physical augmented surface. Specifically, lower visual struc-
ture (i.e., lower color or intensity gradient) in a local region of the
virtual object means that the distortion from varying displacements
due to geometric differences will be less apparent.

4. Realtime Adaptive Filtering

Although the aforementioned distortions can be significant and
cannot be avoided (except in very contrived or trivial cases), their
negative effects on observers can be reduced. Using our approxi-
mate model of the potential expected displacement we can calcu-
late, in real-time, for surface points the amount of possible “dis-
tortion”, and we can thus try to mitigate it. Here, we describe our
approach, which we call “adaptive filtering”.

Given our model where the view-dependent distortion at a par-
ticular local patch on the physical augmented surface is directly
proportional to the geometric distance (dG) between the virtual ob-

Figure 2: Example of viewpoint-dependent distortion of nose and
mouth imagery resulting from a small rotation of a virtual object.
The left pane shows a simulated view of the virtual object while
the right pane shows the same view of one possible augmentation
resulting from that pose of the virtual object being displayed on
a static physical display surface corresponding to the un-rotated
state of the virtual object.

ject and the physical display surface, we developed a realtime ren-
dering process for adaptively filtering the displayed imagery on a
spatially augmented object based on the value of dG, as computed
at points on the physical display surface. This technique uses low-
pass filtering to reduce the visual salience, where the magnitude of
the filtering is proportional to the potential distortion (correspond-
ing to dG). This maintains visually salient imagery in areas where
it will be correctly perceived as part of the current pose, while re-
ducing or preventing the perception of the incorrect shape cues of
the underlying physical display surface.
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Figure 3: The rendering process and data flow. The two run-time
rendering passes are represented by the boxes on the lower left (first
pass) and lower right (second pass).

4.1. Rendering Process

Rather than determining the actual shortest distance between the
virtual object and the physical display surface, we instead compute
dG as an approximation of the distance, using depth maps that are
already generated as part of the normal rendering process (e.g., as
would be used for standard 2D display renderings of 3D geomet-
ric content). By manually allocating and specifying color and depth
texture render targets, we can easily use them within the adaptive
filtering shader without needing to ever copy the color or depth
buffer data off of the GPU. A static reference depth map is gener-
ated corresponding to a viewpoint positioned behind the physical
display surface (“inside” or behind the virtual object). At run-time,
a second depth map is produced while rendering the current pose
of the virtual object from the same viewpoint. The difference be-
tween the two depth maps can easily and quickly be calculated in
a shader, resulting in a per-pixel approximation of the geometric
distance dG between the two surfaces. The same shader can then
also sample the color buffer from the rendering of the current pose
of virtual object with a low-pass filtering kernel where the sampled
area is directly proportional to dG as calculated at each pixel.

An initial rendering of a digitized model of the physical display
surface is only needed to be done once. The depth buffer can then
be saved to a texture as a reference depth for use later by the adap-
tive filtering shader. At run-time there are two rendering passes re-
quired:

1. Render the view of the current pose of the virtual object from
same viewpoint as the reference depth image. This results in
both a color RGB texture and a depth texture.

2. The adaptive filtering shader computes the difference between
the reference and current depths and samples the current color
texture with a low-pass kernel to generate the resulting filtered
image that can then be projected onto the physical display sur-
face.

See Figure 3 for a diagram of the rendering process and data flow.

Figure 4: Example of the textures used as inputs in the shader that
generates the final filtered image. Note that the data is encoded
using separate channels of a single RGB texture.

Persistence and Decay

Certain types of virtual object movement will result in cyclical er-
ror at local areas on the display surface. For example, virtual head
rotation during a “no” head shaking animation may result in the
larger dG corresponding to the tip of the nose on the virtual object
passing back and forth past a point on the physical display surface
in a very repetitive fashion. This rapid, cyclical transition between
heavy filtering and little to no filtering is very visually distracting.
To deal with this phenomenon we introduce temporal terms for per-
sistence and decay of the magnitude of the filtering.

Persistence refers to a configurable length of time during which
the magnitude of the adaptive filtering will not decrease. For ex-
ample, persistence values longer than the period of a cyclical an-
imation result in a constant (maximal) amount of filtering during
the entire duration of the animation. When the animation has fin-
ished and after the persistence delay, rather than having the filtering
immediately snap back to the current values, the decay rate defines
how quickly the magnitude will drop back down to the current level
(as defined by dG). There are inherent trade-offs between persis-
tence and decay values related to avoiding distractions from no-
ticeable changing in the amount of filtering at the cost of having
less salient imagery overall that remains downsampled for a longer
amount of time.

To store the per-pixel persistence information, we use an addi-
tional texture buffer, which can be passed to our rendering shader
through standard multitexturing bindings. Decay can either be stat-
ically defined inside the shader or passed to the shader as a simple
uniform variable.

Using the Gradient of the Geometric Distance

There may be cases where there are geometric differences between
the virtual object and physical display surface that are relatively
constant temporally (e.g., while the virtual object is not moving)
or that do not cause significant distortion related to shape cues of
the physical display surface (e.g., for large regions of the physical
display surface with very low curvature). In these cases, while the
apparent displacement of a single feature may vary significantly
across disparate viewpoints, from each relatively static viewpoint
the displacement will be approximately the same for spatially lo-
cal collections of nearby features, preserving the salience of lo-
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Figure 5: A comparison of using absolute approximate distance
and a locally computed gradient of dG during one pose of a head
nod animation. The top row shows a visualization of dG or∇dG on
the physical display surface and the bottom row shows a simulated
view of the final adaptively rendered physical augmented surface.

cal visual content. Depending on the specific application and con-
tent, it may be more important to preserve the additional detail at
the cost of global displacements at different viewing locations. To
achieve this, we can compute the local gradient of the geomet-
ric distance between surfaces ∇dG and filter proportional to the
gradient rather than the absolute value (see Figure 5). In our cur-
rent implementation we compute a rapid local approximation of
∇dG =< ∂dG

∂u , ∂dG
∂v > in (u,v) texture space and then filter accord-

ing to |∇dG|. In the future a more sophisticated approach could
filter more specifically using temporal information such as the gra-
dient as computed along the current velocity of p′ given the move-
ment of the virtual object between rendering frames.

5. Physical SAR Use-Case Setup and Application

One existing applied SAR use case is a physical-virtual child pa-
tient, consisting of a roughly child-shaped, rear-projected plastic
shell designed for studying applications related to teaching or train-
ing medical practitioners or healthcare providers (see Figure 6).

5.1. Application

Throughout history people have modeled the human body
[MMŽ10] for education and training purposes. Currently health-
care educators/triners use a combination of standardized patients
(human actors), physical patient simulators, and virtual patient sim-
ulators.

Standardized patients can be very powerful emotionally, how-
ever there are limits to anyone’s acting ability, particularly when it
comes to simulating appearance or behavior changes that are im-
possible or dangerous for a healthy person to mimic. Virtual pa-
tients are dynamic computer graphics renderings of humans, typi-
cally on 2D displays. Such 2D systems [Hea15, Cll15, iHP15] can

readily exhibit a broad range of variations in appearance including
medical symptoms, race, and gender; and visual/verbal behaviors.
However they are inherently virtual—you cannot touch them and
they appear in the context of their own virtual environment. Phys-
ical patient simulators include human-sized robotic manikins with
realistic skin and computer-controlled electro-mechanical simula-
tion of many physiological characteristics. In addition to the gen-
eral benefit of physicality [Li15], such systems can simulate a
wide range of medical conditions, and offer the benefit of a very
“hands on” experience for individuals or teams training together
[Lae15, CAE15b, CAE15a]. However the manikins are primarily
static in terms of their visual appearance—it is difficult or impos-
sible to simulate the visual aspects of conditions such as vomiting
(common), a heart attack, a stroke, jaundice, wound infection, and
fever. Furthermore the patient’s “humanity” is limited to a disem-
bodied voice and blinking eyes.

The physical-virtual patient simulator combines the physicality
of manikins and standardized patients with the flexibility of virtual
humans for the training and assessment of healthcare providers.
It can (seem to) converse with providers while exhibiting rele-
vant physiological and behavioral cues including internal body
sounds, visual sweat & breathing, tactile pulse, and a tactile sense
of warm/cold head and extremities. The SAR-based approach sup-
ports changes in demographics (e.g., race and gender) and sophis-
ticated emotional complexity through a combination of dynamic
computer animation and computer/human-controlled speech and
behaviors.

5.2. Apparatus

The physical-virtual nature of the SAR-based patient simulator
shown in Figure 6 is motivated by a desire to combine the physical-
ity of conventional patient manikins, with the flexibility of virtual
humans, and the humanity of real human control. The current pro-
totype uses a rear-projection paradigm with interchangeable body
“shells” for a lightweight and simple (no electronics) approach to
changing the simulated physical-virtual patient for different gen-
ders, ages, and medical conditions. The prototype includes control-
lable temperature over the surface of the body using forced air on
the underside of the shells; a sense of pulse to appropriate places on
the body using TECHTILE toolkit units [MKN∗12]; and a sense of
a breathing and other sounds emanating from inside the body using
internal audio transducers and signal processing.

5.3. Unity-based SAR Simulator

The framework used for controlling and rendering on this setup
uses the Unity graphics engine, which comes with several ad-
vantages: ease of modifying the spatial layout (lighting, projec-
tor/surface positions, etc.); ease of swapping in new virtual mod-
els that can have arbitrary complex animations/deformations (e.g.,
via skeletal animation or blend shapes); and access to a wide range
of existing third party packages for controlling a character (e.g.,
mouth movements and shapes dynamically generated at run-time
corresponding to arbitrary speech audio).

To facilitate adaptive filtering on the physical apparatus de-
scribed above, we first created a Unity-based application for simu-
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Figure 6: A spatially augmented display surface setup designed
for teaching or training medical students or professionals.

lating the results of projecting virtual character poses onto the phys-
ical display surface, including adaptively filtered imagery during
synthetic animatonics. The simulator virtually replicated the phys-
ical two-projector setup, using an additional projective texturing
rendering pass to simulate the projected imagery on a digital model
of the physical plastic shell to generate arbitrary interactive views
of the augmented surface.

We implemented the depth-map based adaptive filtering de-
scribed in Section 4 in the Unity version 2017.2.0 graphics engine.
Unity has built-in mechanisms for rendering color and depth to tex-
tures that we can use as shader inputs. At the core of the filtering
is a low-pass filtering kernel. There is an implementation trade-off
between doing the filtering in a single pass versus multiple, iterative
passes. For a single pass implementation, the framerate is largely
consistent while larger amounts of filtering either require a large
kernel (very slow), introduce sampling artifacts (e.g., multiple dis-
tinct copies of the same underlying feature), or are simply impos-
sible. Multi-pass filtering on the other hand can achieve better re-
sults and performance for significant magnitudes of downsampling,
but at an overall worse best-case framerate and requiring additional
complexity to be able to ping-pong between intermediate buffer re-
sults.

For a rear projection SAR character, color and shape for the vir-
tual object should correspond to the “outer-most” surface of the
virtual object. However, unrestricted source content with arbitrary
animations is likely to have complex internal or layered geome-
try (e.g., eyeballs, mouth, tongue, etc.). The surface that we want
to convey on the physical display surface actually corresponds to
the outer-most surface of the source object, ignoring the internally
modelled content except in places where it is actually visible from
the front. To get the correct color and corresponding depth val-

ues for adaptive filtering we do reverse-depth rendering—instead
of keeping the color/depth values closest to the camera, we clear
the depth buffer to a near value and keep the farthest values for
each pixel. In Unity, for example, this simply involves modifying
the z check in the rendering shader to use “ZTest GEqual”. Because
the depth buffer could not be cleared to a custom value in Unity, we
instead place a geometric plane at the near plane of the camera, ef-
fectively “clearing” to that depth value.

6. Assumptions and Limitations

Although the practical application described in Section 5 utilizes
projector-based SAR, the adaptive filtering technique described in
this paper is to a large degree independent of the underlying dis-
play technology. Alternative methods for displaying imagery on a
shaped surface, e.g., flexible OLED displays, could also be used.
Because the core concept is abstracted from the display modality
and hardware implementation, in this paper we do not address is-
sues related to surface material properties, environmental lighting
affects, projector intensity fall-off, display element size and shape,
or blending between multiple overlapping display or projector ar-
eas. There is a large body of active and previous work in solving or
dealing with these issues for specific display modalities.

In general, an important limitation of any kind of visual-only
geometric SAR manipulations is that there is no perfect solution,
i.e., in most cases the virtual object presented for a single head-
tracked user will always look better than a filtered representation
for multiple or non-tracked users, even if it avoids large amounts
of geometric misperception as proposed in this paper. Adaptive
filtering provides a tuneable tradeoff, sacrificing some visual de-
tail to avoid distracting artifacts that may provide unwanted shape
cues for the underlying physical display surface. The usefulness
of adaptive filtering is largely application-specific—if maintaining
the overall perception of the animation or motion is more impor-
tant than the specific areas of detail that may be “lost,” then the end
result can be more effective in achieving the application’s goals.
Knowing the task ahead of time can also allow for content-aware
optimizations that shift the location of the filtering (perhaps even
at the cost of more overall filtering), to try to preserve the specific
details that are most important for the specific task.

We performed preliminary subjective analyses with domain ex-
perts in the described application field using the physical appara-
tus, and we identified the potential of the described techniques to
reduce unwanted visual distractions. However, formal experiments
should be performed to determine and verify optimal values for the
parameters related to persistence and decay and evaluate the visual
quality for specific applications or tasks.

7. Conclusion and Future Work

In this paper we presented a method for achieving realtime adap-
tive filtering of dynamic SAR content where the filtering is based
on a viewpoint-agnostic abstraction of the expected distortion at
every point. We presented a depth-map-based approximation to the
geometric distance between a virtual object and the physical dis-
play surface, and we described how we leverage existing hardware
accelerated rendering processes to do the adaptive filtering in real
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time for arbitrary virtual object animation that does not need to be
known ahead of time. We presented an example application based
on our adaptive filtering method.

While adaptive filtering can be utilized when adding synthetic
animatronics to existing static SAR installations where the physical
display surface is already defined, there is additional future work in
a one-time optimization of the physical shape of the display sur-
face. Such future optimizations should take into account known or
expected viewpoints or viewing regions, known or predicted ani-
mations or motion statistics, as well as task-specific importance of
local regions, features, or higher level perceptual cues.
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