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Abstract
Simulations of human blood and airflow are playing an increasing role in personalized medicine. Comparing flow data of
different treatment scenarios or before and after an intervention is important to assess treatment options and success. However,
existing visualization tools are either designed for the evaluation of a single data set or limit the comparison to a few partial
aspects such as scalar fields defined on the vessel wall or internal flow patterns.
Therefore, we present COMFIS, a system for the comparative visual analysis of two simulated medical flow data sets, e.g. before
and after an intervention. We combine various visualization and interaction methods for comparing different aspects of the
underlying, often time-dependent data. These include comparative views of different scalar fields defined on the vessel/mucous
wall, comparative depictions of the underlying volume data, and comparisons of flow patterns. We evaluated COMFIS with CFD
engineers and medical experts, who were able to efficiently find interesting data insights that help to assess treatment options.

CCS Concepts
• Human-centered computing → Visualization; • Computing methodologies → Computer graphics;

1. Introduction

Medical flow data have become increasingly important w.r.t. the
diagnosis and treatment planning of vascular [DCM∗18, EDK∗20]
and respiratory diseases [JĆS∗20]. Therefore, patient-specific in-
formation on blood and air flow behavior is needed. In smaller
vessels, e.g., cerebral vessels, or air-filled structures, e.g., the lar-
ynx, flow information can be simulated based on computational
fluid dynamics (CFD). CFD simulations of cerebral blood flow
aid in risk assessment of pathological structures, such as cerebral
aneurysms [DCM∗18] and allow to assess the flow behavior in
relation to different therapies, e.g., the use of vascular prosthe-
ses [MTXS14]. CFD simulations of nasal airflow contribute to the
understanding of physiological and pathologically altered nasal
breathing, e.g., effects of obstructions and deformities, and provide
decision support for surgical interventions [JĆS∗20].

Numerous visualization systems have been developed to analyze
medical flow data. However, existing non-commercial tools focus
either on the visual analysis of a single data set [NBR∗18,KGGP19]
or are limited to a specific component, such as the surface
mesh [GSK∗12,MGB∗18] or volume [GTB∗10,SLG15]. This makes
the comparative analysis of pre- and post-treated data as well as
different treatment options laborious. Moreover, commercial tools,
such as Ansys Ensight, require programming skills to link and syn-
chronize data sets that medical experts usually do not have.

We introduce COMFIS, a visualization system for comparative
analysis of simulated medical flow data, such as before and after
surgery or treatment options. COMFIS allows an interactive and col-
laborative exploration of similarities and differences between two
selected data sets arranged in a linked side-by-side view. We investi-
gate design decisions in close collaboration with CFD engineers and
researching physicians. Rather than introducing new visualization or
assessment methods, we describe an integrated system for compara-
tive analysis of all three components of medical flow data: a surface
mesh, flow volume, and path lines representing flow patterns.

2. Related Work

Related work comprises the visual analysis of medical flow data in-
cluding cardiac and cerebral hemodynamics as well as nasal aerody-
namics. Oeltze et al. [OJMN∗19] provide a comprehensive summary
of medical flow visualization techniques by highlighting essential
exploration tasks. In this paper, we focus on the compare data task.

Comparative visualizations support the analysis of simulated data
in multiple ways, e.g., understanding different physical phenomena
or conditions, such as experimental or numerical [PP95]. In addi-
tion, there are visual analytic systems that linked combinations of
statistical diagrams, e.g., scatter plots and bar charts, and plot-based
depictions, e.g., parallel coordinates and star coordinates, to support,
e.g., the analysis of electronic health records [GFL∗20] or clinical
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decision-making [MSBM∗22]. An important decision in compar-
ative systems is the arrangement of the visualizations. Gleicher et
al. [GAW∗11] specifies three generic categories for visual compari-
son: Juxtaposition (separation), superposition (overlay), and explicit
encoding (direct representation of relationships). Later they provide
a general strategy how to design comparative visualizations and
which issues need to be considered [Gle17].

While in CFD or imaging-focused literature [LAM∗12,GBMK07,
ALEK15] side-by-side views support the comparison task, more ad-
vanced methods are optimized for a specific component of the under-
lying domain. There are approaches dealing with the visual analysis
of flow patterns within the flow volume (discussed in Sec. 2.1) as
well as of multiple scalar fields defined on the vessel/mucous wall
(discussed in Sec. 2.2). Very few approaches focus on an integrated
comparison of the wall and volume domain (see Sec. 2.3). A widely
used concept is to combine these scientific visualizations with an-
alytical visualizations, such as scatter plots, scatter plot matrices,
or parallel coordinates [MNB∗21, RvdHD∗15], to investigate, e.g.,
correlations or temporal behavior of attributes.

2.1. Comparative Visualizations inside the Lumen

The comparative flow analysis inside the vessel lumen or nasal cavity
plays an important role to assess treatment success. Domain experts
want to see how flow properties comprising both quantitative fea-
tures, e.g., flow velocity, as well as qualitative features, e.g., inflow
jet, behave. Since medical and CFD experts are familiar with side-
by-side views, different extensions of this concept exist to simplify
the comparison. Oeltze et al. [OLK∗14] focused on an improved
assessment of treatment options for cerebral aneurysms. They clus-
tered blood flow-representing streamlines before and after the virtual
stenting. Similarly, clustering is used to classify flow patterns, e.g.,
in cerebral aneurysms [MOJB∗19] or the aorta [MLK∗16].

Another option is to simplify the depiction within side-by-side
views by showing a straightened representation of the vasculature.
Angelelli et al. [AH11] proposed a straightening of the aorta and
internal flow characteristics, where multiple instances are visualized
side by side. Behrendt et al. [BPEGP21] introduced a flattened
representation of the aorta and path lines, which are transformed
into a normalized centerline space to compare different patients.

In addition, perpendicular cut planes are often used to compare
flow regions. Lamata et al. [LPK∗14] defined several cut planes
within the aorta to show the average pressure around the correspond-
ing centerline point. However, quantitative comparisons are chal-
lenging due to the usage of absolute distances from the mitral valve
as y-axis. Karimkeshteh et al. [KKN∗19] overcome this problem
by normalizing the aorta between a set of pre-defined anatomical
positions along the aorta. Behrendt et al. [BEGP18] calculated dif-
ferences in flow velocity, direction and flow jet position of two
measured aortic blood flow data sets. The results are color-coded on
linked cut planes, where the data sets are arranged side by side.

Another option is a 2D color scale applied to integral curves to
compare, e.g., different treatment options and their effects on the
blood flow [GTB∗10]. De Hoon et al. [dHvPJV14] used colored
vector glyphs to encode differences in orientation angle between sim-
ulated and measured blood flow. Verma and Pang [VP04] presented

glyph-based methods to compare streamlines and stream ribbons as
well as a volume rendering to compare dense fields of streamlines.
Furthermore, more abstract representations are used to compare
flow characteristics between data sets. Meuschke et al. used sev-
eral glyph-based techniques to encode similarities and differences
between cohorts based on measured aortic blood flow [MNB∗21]
as well as to compare forces acting on the inner and outer vessel
wall [MVB∗17b]. With this, clear differences could be detected
between healthy volunteers and patients with an aortic valve defect.

2.2. Comparative Visualizations on the Wall

Side-by-side views with simplified geometric representation can also
be used to compare wall-related data. Goubergrits et al. [GSK∗12]
generated disc-shaped representations of aneurysms which are ar-
ranged side by side to compare stress distributions. Meuschke et
al. [MGB∗18] used scatter plot matrices to compare simulated
scalar values defined on aneurysm vessel walls. Meuschke et
al. [MGW∗18] also presented an automatic computation of mor-
phological aneurysm descriptors, which was later used in an auto-
matic aneurysm detection approach [LMW∗19] to compare these
descriptors between multiple aneurysms.

In addition, abstract 2D visualizations of the spatial domain cre-
ated according to a standard anatomy-driven subdivision scheme
simplify the comparison tasks. Inspired by the cardiac Bull’s Eye
Plot (BEP), Köhler et al. [KMP∗15] designed an abstract 2D plot of
the spatial aortic domain to compare measured blood flow informa-
tion between patients. The aortic centerline is mapped to the plot’s
radius, where the angle encodes the measured time steps. The plot
area color-codes a scalar value related to vortical flow. Meuschke et
al. [MKP∗16] extended this plot by discretizing the radius into four
segments based on four anatomical parts of the aorta to encode the
spatio-temporal development of vortices.

2.3. Comparative Visualizations for Lumen and Wall

For the comparative analysis of wall and flow features, glyphs are
well suited. Van Pelt et al. [vPGL∗14] designed a comparative vi-
sualization of qualitative flow features comprising inflow jet and
impingement zone [GLvP∗12] as well as quantitative WSS values for
aneurysm treatment options. The user can investigate the untreated
case and up to four virtual stenting configurations. The inflow jet and
the impingement zone are represented by arrow glyphs and surface
contours, respectively, and their color encodes the configuration
ID. In addition, surface glyphs, called flower glyphs, are evenly
distributed over the surface and show the temporal WSS behavior
for different configurations over the cardiac cycle. The main dis-
advantages are the limited number (maximum five) of time steps
considered and the dependency of the glyph sampling.

Conclusion. While existing visualizations for nasal flow [ZMH∗09,
XSZ∗14] focus only on the analysis of single data sets, comparative
methods for blood flow data are limited to specific components of
the underlying data. In addition, these approaches show significant
simplifications, such as a limitation to a few time steps that can be
investigated or a reduced representation of the flow volume in the
form of streamlines. In contrast, our system allows a comprehen-
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sive visual comparison of the whole spatio/temporal 3D domain
including vessel/mucous wall, flow lumen/cavity and path lines.

3. Requirement Analysis

We discussed the comparative visual analysis of simulated flow data
with two CFD experts, interested in vascular pathologies and simu-
lation of nasal aerodynamics, to identify requirements. Their goal is
to better understand factors that lead to the progression of diseases.
Moreover, they want to investigate how different treatment methods
influence the forces acting on the vessel/mucous wall as well as on
the internal flow and how the relation between wall and flow charac-
teristics is changed. Based on Amar et al. [AES05], who defined ten
typical analysis tasks, we discussed their approach to compare two
data sets and difficulties encountered. Except for the sorting task,
all analytical tasks, comprising retrieving value, filtering, finding
extremum, computing derived values, determining value ranges,
characterizing distributions, cluster flow patterns, finding anomalies,
and determine correlations between scalar fields, currently play a
role in the comparative exploration of medical flow data.

Currently, our experts use the commercial software Ansys Ensight
for the comparative analysis of simulated flow data. Ensight is a
specialized post-processing software with which multiple data sets
can be loaded side by side. Typically, a scalar field is color-coded
inside the flow volume or on the 3D surface mesh. The experts
search manually for scalar field characteristics that differ between
the data sets as well as correlations that might be an indicator for
disease progression or treatment success. Animations are used to
display the data over time. Color-coded cut planes are manually
placed within the flow volumes to investigate characteristics. While
the cameras are linked between views, cut planes are not automati-
cally synchronized. The experts described the activation of linking
options as very troublesome due to the large feature set of Ensight.
They also pointed out that analyzing scalar fields just on a 3D rep-
resentation is cumbersome, since they have to rotate and zoom in
3D to explore the whole domain. Moreover, there is no option to
compare qualitative flow patterns which would be helpful to assess,
e.g., treatment success.

The experts wished a system that enables fast and simple vi-
sual comparison of medical flow data regarding the analytical tasks.
Since the experts often have a mental model of interesting scalar
field values, efficient filter techniques are needed to direct the ex-
perts’ attention to such regions. Moreover, visualizations are needed
that give a spatial overview about scalar fields and techniques that
allow a visual comparison of flow patterns. In addition, the storage
of findings for upcoming explorations and discussions should be
supported. Based on these discussions and an analysis of the state
of the art, we summarize the requirements for COMFIS as follows:

R. 1: Provide an overview visualization showing the distribution
of a scalar field defined on one of the input components.

R. 2: A simplified representation of morphology is needed to
easily investigate morphological and flow-related changes.

R. 3: Provide visualization and interaction concepts to highlight
interesting regions within the flow volume.

R. 4: Provide a comparative visualization to analyze multiple
scalar attributes simultaneously.

Figure 1: Data pre-processing in COMFIS. Two data sets are loaded,
comprising a surface mesh, volume, and path lines, respectively. Be-
fore the comparative analysis starts, the high-resolution components
of both data sets are reduced, aligned, and parameterized.

R. 5: Landmarks should be set in different regions and time steps,
whereby an individual label can be assigned.

R. 6: Provide an option to easily formulate more advanced data
processing queries that should be applied to selected components.

4. Comparative Analysis of Medical Flow Data

This section describes the functionality of COMFIS w.r.t. to the re-
quirements and analytical tasks. As input, two data sets are expected
that describe two states of a flow simulation, such as before and after
treatment. Each data set comprises up to three major components:

• A surface mesh representing the morphology of the considered
anatomical wall region. It consists of vertices and triangles.

• A volume representing the flow domain that consists of tetrahedra.
• Path lines representing qualitative flow patterns inside the volume.

All primitives, i.e., surface vertices, path line points, and tetrahe-
drons inherit multiple time-dependent scalar fields, such as flow
velocity, pressure or wall shear stress (WSS). Note that our tool
does not assume that all these three components are available. For
example, it would be possible that no path lines are present.

COMFIS is written in c++17 and employs OpenGL 4.5 for render-
ing. We used the third party libraries: imGui for the user interface,
implot to generate 2D plots, such as scatterplots and correlation
matrices, GLEW for OpenGL extensions, and Eigen for solving
equation systems. No commercial or GPL libraries are used. Plat-
form dependencies are avoided. We recommend a quad core CPU
and 16 Gb RAM to be able to load larger simulated data sets and to
handle the high computational effort during pre-processing. Further
implementation details are given in the upcoming subsections.

4.1. General Workflow of COMFIS

We provide a comparative workflow, where domain experts can
analyze data sets collaboratively. The collaboration is realized by
user-defined landmarks that can be analyzed by other experts. Af-
ter loading, some pre-processing steps are performed, see Fig. 1.
First, we reduce the very memory-intensive simulated flow data,
see Sec. 4.2. Next, we align and parameterize both data sets to gen-
erate comparative visualizations. Both, the data set alignment and
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parameterization, are described in Sec. 4.3. After pre-processing,
the comparative visual analysis can take place.

We decided to arrange both data sets side by side, as this is a
familiar view for the domain experts. Moreover, we use a horizon-
tal split as default, since vessels and nasal structures are mostly
elongated. However, the user can manually switch the splitting di-
rection. On the surface mesh, a selected scalar field is encoded using
a yellow-to-dark-purple color scale. Similarly, the Viridis color scale
is used to encode a scalar field on the path lines or to visualize the
volume data based on direct volume rendering. Based on various
selection menus, the user can decide which component to display
or create integrated visualizations, such as the path lines within the
surface mesh. Here the user can choose whether the front faces of
the surrounding geometry are removed or displayed transparently.
Furthermore, the user can determine which analysis task should be
executed. Depending on the selected task, suitable visualizations
are activated, see Sec. 4.4. Showing all visualizations at once would
result in an overloaded user interface, with many representations
visible that would not be helpful for all tasks, see Sec. 4.5.

The goal was to combine visualization techniques, the experts are
familiar with, such as scatter plots and volume rendering. Another
key design decision involved the analysis of flow information over
time. We discussed with our experts whether visualizations that
allow a detailed comparison of scalar fields between both data sets
over time are needed. The basis for this was the skyline visualization
of Meuschke et al. [MVG∗21] which allows to study multiple scalar
fields over time defined on a 3D surface. While this already results
in complex representations consisting of multiple linked views, a
comparative analysis of scalar fields over time for two data sets
would be more complex. Furthermore, the experts stated that the
analysis over time plays a subordinate role, since usually they are
interested in selected time points, such as systole in blood flow data.
Therefore the focus of this work is not on the simultaneous analysis
of several time steps, but the comparative analysis of all components
at selected time steps. We use animated visualizations to provide
an overview about the temporal behavior. The user can pause and
restart the animation, and switch to any time step.

4.2. Volume Reduction

The volume of simulated flow data may amount to several gigabytes
per time step, which hampers an efficient comparative analysis
with interactive frame rates. According to our experts, these high
resolutions are unnecessary to investigate hot spots in the volume,
i.e., regions with very high and low scalar values. Therefore, we
reduce the size of the flow volume while preserving hot spots.

For reducing the flow volume, we employed the fast method
by Hu et al. [HZG∗18] that generates a high-quality tetrahedral
mesh without inversions or self-intersections and with 70 % fewer
tetrahedra on average. After reduction, we have to transfer the time-
dependent scalar fields of the original volume Vo to the reduced
volume Vr. Thus, for each vertex inside Vr the corresponding scalar
values of the vertices of Vo need to be determined. For this purpose,
we iterate over the tetrahedra of Vr and determine all vertices of Vo
that are inside the current tetrahedron of Vr, see Fig. 2. Afterwards,
we assign each of these vertices to one of the vertices of the current

Figure 2: Reducing the original volume Vo. Left: For each tetrahe-
dron of the reduced volume Vr, the vertices of Vo lying within it are
assigned to a vertex of Vr represented by the color-coded segments.
For all assigned vertices, the minimum or maximum value of each
scalar field is assigned to the corresponding vertex of Vr. Right:
this is repeated for all vertices of Vr, where a vertex (e.g., large
orange vertex in the center) might belong to multiple tetrahedrons.
In this case, the list of corresponding vertices of Vo (all vertices in
the orange region) is extended.

tetrahedron of Vr based on the Euclidean distance, similar to a
Voronoi decomposition inside the tetrahedron. Then, we iterate over
all vertices of the current tetrahedron of Vr. For each vertex vi, we
determine the minimum or maximum value (decided by the user) of
the corresponding scalar values and assign it to vi. As default, we
use the maximum value similar to Meuschke et al. [MGB∗18]. This
assignment is repeated for every scalar field and for every time step.

4.3. Alignment and Parameterization

After volume reduction, we have to ensure that both data sets are
aligned. The alignment of data sets is the prerequisite for computing
a consistent parameterization along all three components, which is
necessary for many tasks, e.g., comparing flow patterns, see Sec. 4.4.
However, data sets, representing different scenarios, e.g., vessel
structures before and after treatment, are usually not aligned.

For aligning two data sets, we employ the commonly used it-
erative closest point (ICP) algorithm [Zha94], which was suc-
cessfully applied to medical flow data [MOJB∗19]. In the next
step, we compute a parameterization along the u-component of the
(u,v) parameterization space for three main components, called u-
parameterization. There are many parameterization techniques to
generate 2D simplified representations of 3D vascular structures,
such as whole vessel trees [LL19], cerebral aneurysms [MVG∗21],
or aortic diseases [MGB∗18]. However, existing methods have two
disadvantages. First, they are not designed to generate a suitable
parameterization on volume data or path lines, where in some
cases also the parameterization of large spherical structures, such as
aneurysms, is very limited [LL19]. Second, these methods require
the determination of computationally intensive geometric properties,
such as curvature information, geodesics, skeleton, or root point.
Moreover, in many approaches a cut line needs to be defined to
open the mesh, which influences strongly the shape of the resulting
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(a) (b)

Figure 3: Parameterization of an aneurysm with the Fiedler vector.
In (a) the Fiedler vector is shown, whereas in (b) the Poisson equa-
tion was solved to obtain an evenly spread parameterization.

2D representation [KMM∗18]. Therefore, we present a simplified
technique, which yields a good u-parameterization along all three
components (also for spherical structure) within a few seconds.

First, we compute a u-parameterization along the surface mesh.
For this, we use the Fiedler vector uF = (u1, . . . ,un), which is the
eigenvector of the Laplacian matrix L ∈ IRn×n with the smallest
non-zero eigenvalue [IL05]. An alternate definition is [Lev06]:

Minimize: F(u f ) = uT
F LuF = ∑

i, j
wi, j(ui −u j)

2

Subject to: ∑
i

ui = 0 and ∑
i

u2
i = 1.

(1)

The rational behind this is that the Fiedler eigenvector gives a nat-
ural ordering of the mesh vertices. When color-coding the Fiedler
eigenvector on the surface, the isolines are spread irregularly, see
Fig. 3(a). Therefore, we additionally ensure a regular spread along
the parameterization by solving the Poisson equation:

Lu = ∇ · (∇uF )/∥∇uF∥, (2)

This yields an evenly spread u-parameterization, see Fig. 3(b). By
normalizing the gradient, we ensure that the parameter u moves
consistently with uniform speed along the surface.

To generate a coherent volume parameterization, we apply the
idea of image completion [CGJ∗15]. Here, a missing part in an image
can be complemented by solving the Laplace equation with Dirichlet
boundary condition. We consider the volume as the missing part that
needs to be filled and the surface mesh as the boundary. To solve the
Laplace equation, we use the tetrahedral Laplacian LV [Jac13]. We
assume that the m vertices of the tetrahedral are ordered such that
the last l vertices represent the boundary vertices, i.e., the surface
mesh and the first k vertices represent the interior vertices, i.e., the
volume. This assumption is not generally valid and only serves to
simplify the following equation, which must be solved:

 LV |m×k

0 Il×l

uF =


0
...
0
u.

 (3)

Figure 4: Spatialized scatter plot showing the distribution of a
scalar field along a component. On the x−axis, the spatial location
of the component is encoded, where the scalar values are encoded
on the y−axis. Here, the velocity magnitude along the path lines is
encoded for the aneurysm data set, before and after treatment.

Here, I represents the identity matrix, 0 the matrix with zeros, and
LV |m×k the tetrahedral Laplacian of the interior vertices. Solving
this equation yields the parameterization uF for the volume.

To generate a parameterization of the path lines, we determine
for every vertex on a path line in which tetrahedron it is lying. Next,
we compute the barycentric coordinates of the path line vertex and
apply these to the uF values of the tetrahedron vertices to yield a
parameterization for each path line point.

Next, we determine the parameterization on the second aligned
data set. For each vertex, we determine in which tetrahedron of
the first data set it lies. Afterwards, we compute the barycentric
coordinates and determine the u-parameterization, similar to the
the path lines. For vertices that are not within a tetrahedron, the
nearest projection onto the surface is determined. Since the pro-
jection lies inside a surface triangle, we can again determine the
u-parameterization with barycentric coordinates.

4.4. Comparative Features

We provide six comparative features to accomplish the derived
analytical tasks. These features allow to analyze scalar fields on the
walls and inside the flow volume. A comparison of vector fields is
not integrated, as this was not assessed as necessary by the domain
experts. Each feature is automatically applied to both data sets.

Spatialized scatter plots. To provide an overview of a selected
scalar field (meet R. 1) along one of the input components, we de-
cided to use scatter plots which are frequently used to assess the
correlation of attributes [KH12]. In contrast to traditional scatter
plots, which encode two attributes, in COMFIS only one selected
scalar field is considered within a scatter plot, see Fig. 4. We used
the second plot axis to encode a spatial direction along the con-
sidered component. Thus, the x−axis of the scatter plot shows the
u-parameter of the parameterization, and the y-axis represents the
values of a selected scalar field at the current time step. The scalar
values are represented by circles colored to the corresponding data
set. Additionally, a rectangular region can be defined to show the
average values of both data sets within this region.

Contour view. Since morphological changes are hard to investigate
in 3D due to occlusion problems, we provide a 2D slice view, which
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shows the wall extent of both data sets comparatively (meet R. 2).
The contour view provides the cross-section of the surface along the
u-parameterization, see Fig. 8. With this, the user can detect surface
regions where both data sets strongly differ. In 3D, the position
of the current cross-section is highlighted by a colored surface
contour. The intersection can be moved along the surface mesh and
the contour view is updated accordingly. Within the contour view,
also the corresponding volume data can be color-coded. In addition,
the experts mentioned that they would like to see whether the flow
moves forward or backward through the plane, since backflow is
an indication of abnormal flow behavior. Therefore, the path lines
can also be visualized as animated particles within the contour
view. Whenever they pass the contour view, the intersection point
is displayed, with particles of both data sets being represented by
different colors. Light reddish or blueish particles move forward and
dark reddish or blueish particles move backward.

Volume rendering. Direct volume rendering (DVR) typically uses a
fixed step size for ray casting. However, if the step size is not chosen
optimally, primitives within volume are skipped and thus interesting
values not being represented. While in structured volume grids twice
the underlying resolution is used as step size, specifying a minimum
step size in unstructured grids leads to a high computational effort.
Therefore, we provide a DVR that does not depend on the step
size, see Fig. 5. For this purpose, we provide the midpoint of every
tetrahedron in the vertex shader, passing it to the geometry shader. In
that stage, every midpoint knows the surrounding vertices that build
the corresponding tetrahedron. This allows us to create a triangular
strip that gives the surface of the tetrahedron. In the fragment shader,
we obtain the current fragment position and the view direction of
the camera to determine which of the tetrahedron triangles the ray
intersects. This yields two intersection points p1,p2 ∈ IR3 and its
corresponding triangles. Using the barycentric coordinates, we can
also determine the value of the scalar field f (p1), f (p2) by linear
interpolation of the scalar values of the triangle vertices. Then, we
calculate the line integral inside the tetrahedron, which is simply
the difference of the interpolated scalar values multiplied with the
length of the intersection points:∫

c
f ds =

∫ 1

0
f (c(t))∥c′(t)∥dt =

∫ 1

0
f (p1 + t(p2 −p1))∥p2 −p1∥dt

=
1
2
· f (p2)− f (p1)

∥p2 −p1∥
.

Note, that we linearized the scalar field inside the tetra-
hedron. The values are then blended by using OpenGL’s
function glBlendFunc(GL_ONE, GL_ONE) with glBlendEqua-
tion(GL_FUNC_ADD). The blended values are used to color the
fragment in a second render pass. Furthermore, instead of determin-
ing the line integral inside the tetrahedron, the maximal occurred
value of the scalar field of both intersection points can be employed
to generate a maximum intensity projection (MIP), see Fig. 6. In
this case, OpenGL’s blending function is set to GL_MAX. The user
can decide which rendering method to use.

In case of the line integral, the user can adapt the transfer function
to highlight volume regions with suspicious scalar values in both
data sets (meet R. 3). For this purpose, we provide an interactive
histogram showing the distribution of the currently visualized scalar

Figure 5: Computation of the step size-independent DVR.

Figure 6: Comparative MIP rendering showing pressure values
in the larynx data set before (top) and after treatment (bottom).
Strongly differences occur near the vocal folds.

field. The histogram is drawn for both data sets where the color and
opacity values of the bins can be adapted.

Due to the time-dependent data, the histogram changes over
time. Therefore, we compute the histogram on the fly by using
OpenGL’s atomic counter. We discretized the values of the current
scalar field into bins and whenever a scalar value falls into a certain
bin, the atomic counter is increased. For the determination of the
bin number k we employ the widely used Sturges’ formula [Stu26]:
k = | log2(n)|+1, with n being the number of scalar values. If the bin
number exceeds the maximum allowed number of atomic counter
buffers, we set the number of bins to this maximum buffer number.

Slice-based view. Besides showing the data sets side-by-side, we
provide a slice-based view to directly encode scalar fields of both
data sets on one of the three components, see Fig. 7. The basic idea
is to divide the current component into slices, where on each slice a
specific scalar field can be encoded. This facilitates the simultaneous
comparison of multiple scalar fields between data sets (meet R. 4).

First, the user has to select which scalar fields should be consid-
ered for the slice-based view as well as in which order. The current
component is cut into slices along the u-parameterization, with a
user-defined slice thickness. The defined order of the scalar fields
is then mapped to the slices, which repeats until the last slice is
reached. Fig. 7 shows an example of the slice-based view for each
component. For example, the pressure on the surface mesh (top sub
figure) of both data sets can be analyzed simultaneously.

Listing 1: Lua example to find the vertex with highest pressure.

function getValue()
if (pressure1 >result or firstCall) then
result=pressure1
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Figure 7: Slice-based view to compare scalar fields of both data sets
directly on one component: surface mesh (top), volume (middle), or
path lines (bottom). Here, pressure and velocity values are compared
before and after surgical treatment of laryngeal cancer.

bestVertexId=currentVertexId
end
return result, bestVertexId

end

Landmarks. The domain expert may identify interesting regions
that should either be further explored or shown to another expert.
Therefore, landmarks in form of circles with a description can be
added to the data (meet R. 5). The user can load previously set
landmarks. By selecting a landmark, the camera moves to the cor-
responding spatio-temporal position by applying all visualization
settings that were active during its definition.

Individual data processing. To handle more specific processing
tasks, we offered the possibility to program individual queries
(meet R. 6). For this purpose, we integrated the script language
Lua(https://www.lua.org/). The user can implement a function that
runs over all vertices of a selected component and compares their
scalar values with the script. It is possible, e.g., to determine the
global maximum of a scalar field and the corresponding vertex posi-
tion in both data sets, see List. 1. The camera is moved automatically
to the determined vertex.

4.5. Low-Level Analytic Tasks

In the following, we explain how the nine analytical tasks are sup-
ported for the three input components within COMFIS.

Retrieve values. To get the concrete scalar values at a specific
position, the user can define a circular region of individual size and
position on one of the three components. We determine for both
data sets, the vertices and corresponding scalar values of the current

component that lie within the screen space circle. Afterwards, all
retrieved values are visualized using the spatialized scatter plot.
Thus, regional values can be compared between the data sets.

Moreover, the scatter plot can also be used to compute derived
values, e.g., mean and median scalar values over time within a
selected region as well as to determine ranges of scalar values.
Here, also the scripting functionalities of Lua can be used to process
any other statistical measure. In addition, the mean and standard
deviation is shown for both configurations in the scatter plot to
characterize the distribution.

Filter. Similar to Meuschke et al. [MVB∗17a], the user can select
multiple scalar fields on the surface or the path lines as well as
ranges to determine conspicuous regions w.r.t. multiple scalar fields.
Only regions that fulfill the defined criteria are color-coded in both
data sets. Filtering within the volume can be achieved by adapting
the transfer function of the DVR.

Find extremum. COMFIS analyzes the current component, e.g.,
the surface mesh for both data sets, to find vertices with high and
low scalar values. The user is asked to define the size of the neigh-
borhood, which determines the size of the region that is used for
searching local extremes. Per default, we set it to one, using the
1-ring neighborhood around each vertex as search space. Increasing
the size of the neighborhood results in fewer extremes until only
the global minimum or maximum is detected. At the end, we list all
extremes of both data sets in a table. By clicking on a table entry,
the camera moves to the corresponding vertex position showing the
extrema. This task is also provided for the volume and the path lines.

Cluster. To detect qualitative flow patterns, we integrated the path
line clustering by Meuschke et al. [MVPL18]. The method refers
to the spatio-temporal behavior of path lines to obtain compact and
temporally coherent clusters. Within a cluster, the path lines follow
a similar direction and occur at similar time points.

The clustering is performed for both data sets individually. To
allow an efficient comparison of the cluster results between the
data sets, we have to determine corresponding clusters. For this
purpose, we determined a representative for each cluster. Following
the recommendation by Oeltze et al. [OLK∗14], we used density-
based representatives [OWG09] to well represent the clusters’ shape.
First, a Cartesian grid around the cluster is created, using its axis-
aligned bounding box. The resolution of the grid corresponds to
the resolution of the image data used to reconstruct the surface
mesh. Next, a density value is determined for each grid cell, which
corresponds to the number of passing lines. The density values are
mapped to the associated path line points and integrated along each
line. The line with the highest value is used as representative.

To explore the cluster results, the user can select a cluster in one of
the two data sets. Based on the cluster representative, the most simi-
lar representative is detected in the second data set. This similarity
computation is based on the mean distances of path lines [MVPL18],
the measure that was also used for the path line clustering. The
representative with the smallest mean distances to the selected rep-
resentative is used as corresponding representative (cluster).

Find anomalies. Anomalies refer to nearby regions of the surface
mesh or volume, where strongly varying scalar values occur. To
identify such regions, the slice-based view can be used. In the case
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of a thin thickness, the slices are spatially very close to each other
which allows a comparative study of anatomical regions, such as the
aneurysm dome, w.r.t. scalar changes. For a more detailed quantita-
tive analysis of such regions, the scatter plot can be used.

Correlation. Analyzing multiple scalar fields w.r.t. correlations may
reveal that a scalar field may be left out for further analysis. For this
purpose, we provide a correlation matrix. Again, the user can decide
for which component the correlation matrix should be displayed.
Afterwards, for every vertex, the scalar values are used to determine
the Pearson’s coefficient which is color-coded in the corresponding
matrix entry. The correlation matrix can be animated to show the
temporal behavior of scalar field correlations.

5. Evaluation

We conducted a qualitative evaluation with five domain experts
to assess the suitability of COMFIS. The experts were three CFD
experts (E1, E2, E3) dealing with hemodynamic and aerodynamic
simulations (3, 7, and 14 years of experience), and two radiologists
(E4, E5) with 26 and 15 years of experience, respectively. We used
two use cases, a simulated cerebral aneurysm data set before and
after treatment as well as a simulated nasal aerodynamics data set
of a patient with laryngeal cancer. At the beginning of each session
we presented all functionalities of our tool for about 15 min. Then,
each expert could choose one of the two data sets they wanted to
analyze. While E4, E5, and two of the CFD experts (E1, E3), wanted
to analyze the aneurysm data set, E2 explored the laryngeal data
set. We briefly discussed with each expert the tasks to be performed
to avoid misunderstandings w.r.t. task definition. Then, each expert
spent about 25 min analyzing the selected data set considering the
tasks. We documented which features were used to complete the
tasks, which problems were encountered, and which results the
experts arrived at using the think aloud method. The evaluation was
performed on a standard desktop computer with an Intel Core i5
with 2.8 GHz, 16 GB RAM, and an NVidia GeForce GTX 1080 Ti.
For all presented models we achieve a real-time performance of
approximately 40 FPS after pre-processing. This performance test
was conducted with a resolution of 2560×1440 pixels.

Cerebral hemodynamics use case. Cerebral aneurysms – patholog-
ical bulges of brain arteries – carry the risk of rupture and causing
stroke. Since aneurysm treatment carries risks for the patient, clini-
cal research aims to reliably distinguish rupture-prone and harmless
aneurysms as well as to determine an optimal treatment. In combi-
nation with morphological descriptors, such as aneurysm size and
location, hemodynamic aneurysm modeling is used to investigate
the interaction between blood flow and aneurysm initiation, growth,
and rupture risk [DCM∗18]. For the selection of an appropriate treat-
ment method, clinical researchers are interested in analyzing the flow
characteristics before and after treatment. Therefore, implant place-
ment is simulated. The resulting flow attributes and patterns provide
valuable information about intra-aneurysmal flow [MTXS14].

We reconstruct vascular surface meshes from contrast-enhanced
CT images of the aneurysm morphology [MNP11]. A virtual stent
is implanted in the vessel to prevent blood flow in the aneurysm.
For this purpose, the fast stent deployment approach by Berg et
al. [BDJ17] was used, simulating different treatment scenarios. CFD

simulations are performed before and after implant placement using
the solver STAR-CCM+ 11. Path lines are emitted at the cross-
sectional area where the fluid enters the solid domain with an adap-
tive fifth order Runge-Kutta method. Further details regarding the
simulation and post-processing can be found in [BRB∗15].

Nasal aerodynamics use case. The airways are essential for both
the breathing process and verbal communication. Diseases and mal-
formations can significantly affect both and make medical treatment
necessary. Computational methods enable the investigation and eval-
uation of diseases or treatment scenarios [MEP13, BCC∗16].

A concrete medical use case for CFD simulations within the
respiratory tract is to find an optimal treatment strategy in case of
laryngeal cancer. We used a head-neck-CT data set with laryngeal
cancer to analyze nasal aerodynamics. A laryngeal resection was
performed, removing the epiglottis and parts of the vestibular folds.
A surface mesh of the airway lumen before and after surgery is
generated using a threshold-based segmentation. We consider the
process of exhalation from the lower trachea to the nasal opening.
A volume flow rate of 27.5 l/min is assumed, which corresponds
to regular breathing intensity. The fluid dynamics are described by
the Navier-Stokes equations, which are solved using STAR-CCM+
13.02. Finally, instantaneous pressure and velocity fields are ex-
ported and path lines are integrated. Further details regarding the
simulation and post-processing can be found in [VAJ19, VVS∗22].

5.1. Task-based Expert Evaluation

We performed a task-based evaluation to check whether COMFIS

allows an efficient comparative analysis of medical flow data and
fulfills all defined requirements. For each of the more general tasks
(cf. Sec. 3), we came up with specific example tasks (ET) that were
designed together with the two experts who were interviewed during
the requirement analysis but did not participate in the evaluation.
The following tasks should be performed by the users:

ET 1: Retrieve value. Compare the values of a selected scalar field
at the same position of both surface meshes.

ET 2: Filter. Find a spatio-temporal region inside the flow volume
of both data sets where a selected scalar field shows high values.

ET 3: Find extremum Find extreme scalar values, which can be
considered as outliers, within a spatio-temporal region in one data
set and assess if these outliers exist also in the second data set.

ET 4: Compute derived value. Compare the mean values of a
scalar field within a volume slice at a specific time step between
both data sets.

ET 5: Determine range. Compare both data sets w.r.t. the range of
a selected scalar field within a spatio-temporal region on the path
lines.

ET 6: Characterize distribution. Compare both data sets w.r.t. the
standard deviation of a scalar field within a spatio-temporal surface
region.

ET 7: Cluster. Compare two corresponding flow patterns between
both data sets regarding flow complexity.

ET 8: Find anomalies. Determine adjacent surface regions that
differ strongly between the two data sets w.r.t. a selected scalar field.

© 2022 The Author(s)
Eurographics Proceedings © 2022 The Eurographics Association.

36



M. Meuschke, S. Voß, P. Eulzer, G. Janiga, C. Arens, R. Wickenhöfer B. Preim, K. Lawonn / COMFIS

ET 9: Correlate. Compare a spatio-temporal region on the surface
mesh of both data sets w.r.t. correlations between two scalar fields.

5.2. Results of the Task-based Expert Evaluation

In the following, we summarize the experts’ feedback during the
study as well as occurring problems.

ET 1. To compare values of an individual scalar field on the vessel
or mucous wall, the experts initially just used the color-encoding
on the surface meshes. However, the numerical differences may
be quite small, so color coding is not well suited. Therefore, CFD
experts in particular have resorted to the suggested circular region to
retrieve the values. They have chosen a very small radius to compare
values at specific positions on the surface. The resulting scatter plot
easily allowed the scalar values to be compared.

ET 2. All experts confirmed that the MIP rendering immediately
shows regions with high or low values. Moreover, the adaption of the
histogram allows an efficient filtering of volume regions that fulfill
specific criteria. Especially the radiologists rated the interactive
histogram as an easy way to narrow down volume data to areas
of interest. Besides the comparison of one scalar field, E1 and E2
were interested in filtering multiple scalar fields. While this is easily
possible for the surface and the path lines using the slider-based
filtering, more cognitive effort is needed for the volume.

ET 3. To find extrema, all experts initially used the spatialized scatter
plot. While the scatter plot can in principle be used for this task,
it requires manual effort to compare the scalar values in different
regions. Therefore, we suggested to use the automatic search of
extrema based on the neighborhood size to be specified. In principle,
this feature combined with the approach of moving the camera to the
associated 3D position was found to be very helpful. However, there
were problems in choosing a suitable neighborhood size. While a
maximum size to find the global maximum was understandable for
the experts, a size of one can lead to many extrema. The experts had
difficulties to find a suitable value between one and the maximum
number of vertices to get an explorable number of extrema. In the
future, this should be supported by, for example, diagrams that give
indications of where extrema are located.

ET 4. The spatialized scatter plot is useful for various comparative
tasks. E2 selected a slice within the volume near the pharyngeal
entrance to investigate mean pressure values before and after surgery,
see Fig. 8. It was observed that the mean pressure after treatment is
lower, which could indicate that the lungs are better supplied with
air. To confirm this insight, the contour plot was activated, where
however, E2 observed that also the amount of back flow seems to be
increased (red circle in the contour view in Fig. 8(b)). Since backflow
indicates vortical flow, the user also compared flow patterns and
found that in the region of the set contour view a vortex is visible
after treatment that was not there in the pre-treated data (red circles
on the path lines in Fig. 8(d)). Such vortices could have a negative
effect on the voice. Such findings were described as important to
better understand and assess surgery outcome.

ET 5. In addition, using the spatialized scatter plot the experts were
able to compare ranges of a selected scalar field within a surface
region. One exemplary result is depicted in Fig. 4. Here, E5 used

the scatter plot to depict the magnitude of the flow velocity along
the path lines within the aneurysm before and after treatment. E5
selected the part of the scatter plot (green box) that corresponds to
the aneurysm part of the 3D vascular model. It can be observed that
the inserted implant reduces the flow velocity inside the aneurysm
as desired, thus reducing the risk of rupture.

ET 6. Similarly, the experts explore the distribution of a scalar field
on the surface using the spatialized scatter plot. Here, they men-
tioned that the statistical analysis of subregions within the scatter
plot is more interesting than showing the statistical measures over
the whole parameterization. Usually, experts are interested in spe-
cific parts of the whole flow domain, such as the aneurysm or the
glottis (area of the larynx where the vocal cords are located). Here,
the scatter plot helps to investigate whether there are increases or de-
creases in mean flow or pressure, as well as to assess the dispersion
of values, which may either indicate treatment success or failures.

ET 7. While the radiologists were less familiar with qualitative flow
patterns, the CFD experts emphasized the added value of the flow
pattern exploration, since tools used so far are not able to detect
and compare qualitative flow patterns. With COMFIS, changes of
the flow patterns could be detected. While the aneurysm data before
treatment show strong vortical flow patterns inside the aneurysm,
corresponding flow patterns after stenting show a strongly reduced
vortical behavior, which is an indication of successful treatment.

ET 8. To determine adjacent regions on the surface mesh that differ
between the data sets, the radiologists initially used the side-by-
side view. However, a comparison of neighboring regions is rather
difficult, because they always have to switch between both views to
find regions. Therefore, we suggested to use the slice-based view.
While they initially found this view confusing, after a few minutes
they familiarized with it. They explored different layer thicknesses
and scalar fields, where they found neighboring regions that had
vastly different values. In contrast, the CFD experts used directly
the slice-based view having lesser understanding problems due their
experience in the evaluation of volume data by setting cut planes,
which is similar to the concept of the slice-based view. However, the
slice-based view applied to the path lines remained confusing to the
experts due to occlusion problems and complex stripe patterns.

ET 9. To analyze correlations between scalar fields, the experts used
the correlation matrices of both data sets side by side. In case of
the aneurysm data, E3 explored the behavior of WSS and pressure.
The expert assumed an increased rupture risk for surface regions
with high pressure and WSS values. While the correlation matrices
show no clear linear correlations between these scalar fields, there
are regions in the pre-treated data with high pressure and WSS.
Moreover, E3, observed that these values were strongly reduced
after treatment, which indicates a positive treatment outcome.

6. Discussion

The evaluation indicates that COMFIS allows an efficient compar-
ative analysis of two simulated medical flow data sets. In contrast
to commercial software, which require scripting skills to generate
comparative visualizations, COMFIS is tailored to the requirements
of domain experts. To not overwhelm domain experts, we combine
and extend familiar visualization concepts, such as scatter plots,
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Figure 8: Comparative analysis of the laryngeal data set. The contour view (b) shows increased back flow after surgery (bluish particles)
near the pharyngeal entrance (a), while the pressure on the surface (c) and on the path lines (e) was reduced after surgery (bottom row).
Related to the backflow, a post-treated cluster reveals a vortex, which does not exist in the pre-treated data.

DVR, cut planes, and path line representations. The complexity of
the visualizations can be adjusted interactively, e.g., by first select-
ing the contour plot and then activating the path lines to explore the
degree of backflow. Next, the path lines clusters could be activated
to explore quantitative flow patterns. Thus, the user is not confronted
with complex representations right from the start, which can lead to
excessive demands.

COMFIS could also be used to analyze measured blood flow data
(4D PC-MRI). Data sets of healthy probands could be compared
to better understand the variability of normal blood flow as well
as pre- and post treated data to investigate whether treatment leads
to a normalization of the blood flow behavior. However, 4D PC-
MRI data usually require different pre-processing steps to reduce
imaging artifacts. For pre-processing, the freely available tool Blood-
line [KGGP19] can be used, which exports the three components
(surface mesh, volume, and path lines) we deal with.

Limitations. The results of the path line clustering depend on the
seeding strategy. We used a standard seeding technique in our work.
A more detailed investigation how different seedings influence the
clustering results as well as a comparative analysis of alignment
algorithms would be interesting points for future work, but are not
the focus of this paper.

In addition, we used Sturges’ formula (recall Sec. 4.4) to gener-
ate the histogram. However, it expects a normally distributed input
which cannot be guaranteed in our cases. The influence on the result-
ing histogram depending on the distribution of the scalar field would
have to be examined and how this changes the volume rendering.
Moreover, the spatialized scatterplot preserves structural informa-
tion only along one main direction. Since COMFIS was developed
for the analysis of flow data obtained in elongated vessels or nasal
structures, this is not a fundamental limitation. In the case that com-
plex structural variations along the y-axis occur, these would not be
represented in the spatialized scatterplot.

In principle, an arbitrary number of scalar fields can be compared
in adjacent regions using the slice view. The evaluation showed that a
simultaneous analysis of more than two scalar fields lead to complex
visualizations that require a lot of attention. Moreover, COMFIS can
be used to compare any two selected data sets. However, data sets
with very different topologies can lead to registration errors, which
then result in representations that are difficult to interpret. There-
fore, we recommend to use COMFIS for the comparison of different

configurations of a data set, e.g., before and after treatment. Never-
theless, a robustness analysis of the parameterization as well as com-
parisons with existing parameterization methods [LL19, MGB∗18]
will be necessary in the future. In particular, possibilities should be
given to improve the parameterization with semi-automatic methods
in case of errors in the mapping.

Improvements. An improvement would be to provide multiple
spatialized scatter plots to compare multiple scalar fields simulta-
neously. In addition, more automatic methods to find interesting
characteristics, e.g., detection of strong vortical flow or regions
where two scalar fields strongly correlate, would further improve the
comparative analysis. Similarly, the user should be guided towards
selecting an interesting contour view, where, e.g., both data sets
strongly differ. While the CFD experts considered the Lua scripting
as a helpful addition to explore more mathematical quantities, a set
of pre-defined scripts should be integrated, which can be activated
on demand or serve as a template for own adaptions.

7. Conclusion and Future Work

We presented COMFIS, a visualization system to compare two simu-
lated medical flow data sets. For the design of COMFIS, we discuss
tasks and requirements with domain experts. Several features sup-
port the comparative analysis of the three main components: surface
mesh, flow volume, and path lines. Based on simulated data sets
from medical applications, interesting differences between data sets
could be observed, which can provide insights on the progression
and appropriate treatment of vascular and respiratory diseases. Thus,
all participating experts confirmed that COMFIS was usable to com-
pare complex medical flow data and that they would employ it for
future explorations of other data sets.

For future work, we would like to further support the documenta-
tion of findings by generating reports from the findings the experts
made during the analysis. Moreover, we would like to extend COM-
FIS regarding the comparative analysis of multiple data sets, such as
ensemble simulations. Therefore, powerful options to compare more
than two data sets would be needed. In addition, techniques should
be developed and evaluated that allow a direct time-dependent com-
parison of volume data. Moreover, a larger user study with more data
sets from different applications as well as alternative visualizations
would be necessary to further evaluate the suitability of COMFIS.
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