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Abstract

Ultrasonography allows informative and expressive real time examinations of patients. Findings are usually re-
ported as printouts, screen shots and video sequences. However, in certain scenarios, the amount of imaged ul-
trasound data is considerable or it is challenging to detect the anatomical features of interest. Post-examination
access to the information present in the data is, therefore, cumbersome. The examiner must, in fact, review entire
video sequences or risk to lose relevant information by reducing the examination to single screen shot and print-
outs. In this paper we propose a novel post-processing pipeline for guided visual exploration of ultrasound video
sequences, to allow easier and richer exploration and analysis of the data. We demonstrate the usefulness of this
approach by applying it to a liver examination case, showing easier and quicker ultrasound image selection and

data exploration.
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1. Introduction

Ultrasonography (US) is a powerful and inexpensive imag-
ing modality appreciated by many physicians. It causes lit-
tle to no patient discomfort and is non invasive, providing
high safety with neither contraindications nor radiation ex-
posure. Ultrasonography has also good spatial resolution,
combined with very high temporal resolution. This makes
it an invaluable tool for examinations, where both anatomic
and dynamic information is of interest. In the clinical prac-
tice it is successfully used for examination, diagnosis and
intra-operative guidance.

However, US also suffers from certain limitations when
it comes to interpretation and retrieval of image informa-
tion. US waves are heavily attenuated by air and bones,
and fatty tissue causes artifacts in the images. Furthermore,
the acquisition process is dependent on the examiner, as the
image acquisition is done by free hand and the interpreta-
tion is done in real time. US has also drawbacks regarding
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the data storage and reviewing modalities: the typical ultra-
sonographic examination work flow, in fact, consists of live
diagnosis during the examination. When there is the need
to communicate the examination further, the acquired data
can be saved for later reviewing. Data exported by 2D US
scanners consists of annotated, and often printed, still im-
ages, and video sequences containing all the acquired US
images, captured during the examinations at a certain frame
rate. During certain kinds of US examinations, the physi-
cian scans several different anatomical structures, without
focusing exclusively on one part of the anatomy. In such
situations, as, for example, during abdominal examinations,
simple snapshots of US slices may lack contextual informa-
tion. They may also miss some important information that
the examiner may have scanned, but not recognized and thus
stored, in the first place. Stored video sequences contain all
the imaged data, and, to a certain extent, prevent the loss
of important information about structures of interest or their
context. Unfortunately, such video data lacks higher seman-
tic information, present during the live examination, such as
the 3D position and orientation of the US planes, knowl-
edge of which anatomical structures are imaged, neighbor-
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ing anatomical structures, scanning direction, and so on.
Therefore it can be challenging and time-consuming to re-
view ultrasonographic sequences after the examination, es-
pecially if the review is performed by another physician,
without first hand knowledge of the examination. Consid-
erable efforts are required to mentally reconstruct the spatial
position and orientation of the US images, and sometimes
to understand which anatomical structures the displayed im-
ages refer to. Moreover, videos of US data, lacking seman-
tic annotations such as the imaged anatomical structures, re-
quire the examiner to go through all the video sequences,
during the reviewing process, to find the images with the
structures of interest, taking (potentially) long time.

To solve these limitations, in this paper we present a
pipelined approach that enriches the US data with seman-
tic information. By using the added semantics, we want to
guide the examiner during the data exploration and review-
ing tasks. The key concept of the presented solution is to
compute the degree of interest (DOI) for each US image with
respect to which anatomical structures the examiner wants to
see. We do this by considering a so called DOI volume, that
describes how much each voxel belongs to the structure(s) of
interest. In the following step we combine this user defined
annotation of the space with the US images. This way we
derive an aggregated measure of the DOI for each image in
the US sequences. This measure is a semantic information
that represents how much of the selected anatomical regions
is present, or visible, in the US images, and can therefore be
seen as a measure of the importance of the US images. It
is used through proposed visualization methods to guide the
examiner to the relevant images or video subsequences.

A possible use-case of our technique is when a physician
wants to review previously acquired US scans of, for exam-
ple, gastrointestinal examinations of a patient, and focus on
regions that look suspicious. Normally, she would have to
browse through each video sequence, trying to understand
the position and orientation of each image with respect to
the anatomy of the patient. Then she would identify the re-
gion of interest in each image of the sequences. Using our
approach, the same physician could select the desired sus-
picious regions, specified in one of the proposed ways. The
system computes a DOI profile, showing the DOI of each
of the images for all the US scans she wants to review. Us-
ing this additional semantics, the system helps the physician
to find quickly the images showing the desired anatomical
regions in the videos. It can also superimpose the corre-
sponding regions over the US images to allow for easier and
quicker identification of the interesting anatomical regions.
Our technique could also be useful for physicians who need
to communicate examinations results to other doctors: video
sequences together with relative regions of interest contain
much more information as compared to single screen shots.
Using our method, these videos are much easier to analyze
by a physician without first hand knowledge of the examina-
tion.

Our implementation of the proposed technique has, at the
moment, two pre-examination requirements. First, a volu-
metric dataset of the patient, such as MRI scan. This is used
as anatomical context, as reference coordinate frame and as
basis for the definition of DOI volumes along the anatomical
regions of interest. Second, even if, in this work, we make
the assumption that the multi-modal data are already spa-
tially co-register, for the registration method adopted in our
prototype the US videos must be recorded with US plane
positioning information, acquired via any suitable tracking
device. This provides registration of all the frames in the
videos with the DOI volumes by just having to register one
frame [BHW*07, VN@*08]. Our pipeline is, in principle,
also applicable without a volumetric dataset of the patient:
it could be possible to specify the DOI information based
solely on the tracked US data, as explained in Section 3.1.
The presented technique is, however, useful even in presence
of a pre-acquired volumetric scan of the patient: ultrasonog-
raphy allows to re-examine patients in an effective, fast and
inexpensive way, without having to let the patient undergo
other complex, expensive, and potentially harmful examina-
tions such as CT or MRI.

The paper is structured as follows: in the next section
we discuss the related works regarding multimodal visual-
ization focused on US with special attention on guidance,
focus+context and importance driven visualization. In Sec-
tion 3 we present the details of each stage of the pipeline.
In Section 4 we present the results of this technique applied
to a case of liver examination, showing the benefits achieved
through our guided visualization system. We conclude dis-
cussing the presented work in Section 5.

2. Related work

Our work aims at improving the diagnosis and treatment
planning, which is one of the main challenges in medical
visualization research. The challenge is to enable a clear un-
derstanding of the medical conditions depicted, and to guide
the US examiner to the most relevant information during
the reviewing process. Previous research related to advanced
US data visualization has been mainly focused on the de-
velopment of techniques for noise-free image rendering, es-
pecially in the case of three-dimensional visualization. The
direct volume rendering of 3D US data requires a filtering
stage to improve the image quality [SSG95]. More recent
approaches use probability metrics to evaluate a presence
of an interface between tissues [HRHO3]. Furthermore, re-
dundant information from 3D US measurements, resulting
from volume overlap of consecutive scans, can be exploited
to improve the rendering by preserving the temporal coher-
ence [PHHHO5].

2D US data rendering has been previously combined with
augmented reality hardware to blend US with the real en-
vironment. US images have been displayed in the context
of the body of the patient to show where they intersect the
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body [BFO92]. Currently, registration techniques are usu-
ally based on internal landmarks and external markers, vis-
ible in the US data and in the pre-interventional 3D ac-
quisition modality. In clinical practice non-rigid registra-
tion techniques are occasionally used [LMPTO7, NFNO7].
US images have been fused with MRI for neurosurgical in-
terventions [NHL*03, RHR*03]. Most of the commercially
available techniques, such as fused visualization of PET-CT
through image overlays, or linked CT-US slicing, or fused
visualization of CT and US operate primarily on the data
level [Son]. Very recently, GE added a point tracking fea-
ture in their last generation of Logiq scanners (Logic E9), to
aid the physician during the examination to find previously
analysed areas.

To provide better 3D orientation, an integration of a 3D
CT visualization with 2D interventional US has been re-
cently proposed for CT-US guided intervention incorporat-
ing cutaway views [BHW*07], or superimposed informa-
tion on imaged liver segments on US images [VN@*08].
These works originate from importance-driven visualization
techniques, which use data segmentation and relevance in-
formation to automatically generate expressive visualiza-
tions [VFSGO06]. Approaches to visually emphasize features
in volume renderings have also been discussed in differ-
ent contexts. In the visualization of volumetric scalar data,
two-level volume rendering uses segmentation information
to render objects in the data with different composition and
rendering techniques [HMBGO1]. In the visualization of
3D flow data, a user-specified DOI function affecting op-
tical properties is shown to visualize important flow fea-
tures [HMO3]. A more comprehensive overview about fo-
cus+context visualization is given by Hauser [Hau05].

Our work is also related to the context of video visualiza-
tion as we deal with video sequences. Chen et al. [CBH*06]
propose a technique to extract features from video se-
quences. 2D US videos have also been automatically clas-
sified using a machine learning approach [PZS*07]. With
respect to the visualization of time-varying data, interesting
approaches to visualize the changes in time are also avail-
able [JR05, WS03].

3. Guided Ultrasound Visualization
3.1. DOI Volume Specification

The first stage of the pipeline, illustrated in Figure 1, consists
of the acquisition of the DOI volumes. These volumes repre-
sent the anatomical regions that the examiner is interested to
see in the US data, and are used as a guidance instrument in
the following stages. The value of a voxel in a DOI volume
represents to which degree the respective anatomical loca-
tion is relevant, or interesting, to the examiner. Special atten-
tion is required not only for the placement of the boundaries
of the region of interest, but also for their definition. Hard
boundaries are characterized by a steep transition to the re-
gion of interest from the surrounding volume. DOI values
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Figure 1: Schematic illustration of the proposed pipeline for
guided visualization of US video sequences

change immediately from 0 to 1 when entering a region of
interest with hard boundaries and thus defines precisely the
region of interest. However, since there is no gradual tran-
sition, DOI volumes with hard boundaries cause the DOI
profiles to be rougher. Moreover, hard boundaries amplify
segmentation and registration errors present at the edge of
segmented regions of interest. To attenuate this, we propose
to allow for soft boundaries in the specification of DOI vol-
umes [DHO02], for example, by convolving the volume with a
suitable smoothing kernel, such as an averaging or Gaussian
3D kernel. This way we attenuate small segmentation or reg-
istration errors by covering a slightly larger area with fading
DOI values (Figure 3). By this, we also obtain a smoother
transition of the DOI from one image to another. In case of
DOI volumes with small interesting features, however, the
smoothing operations should be carefully tuned to prevent
information loss. A more formal definition of DOI volumes
is then:

1, structure in (x,y,z) in focus.
0 <d <1, structure in (x,y,z) near focus.
0, structure in (x,y,z) is context.

DOI(x,y,z) =

()
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Figure 2: DOI profile generation through intersection be-
tween an US image plane and a DOI volume (segmented
right hepatic vein tree), used as 3D texture. The result is
a gray scale footprint of the DOI values in the 3D texture
on the image plane. Summing each pixel of the intersection
texture gives the DOI value for the US image

DOI volumes are scalar volumes and they must be co-
registered with the US to match the desired anatomical struc-
ture in the US data with the related DOI value. There are
several methods to specify the regions of interest. The most
intuitive one is by segmentation of a volumetric scan of
the patient, such as a CT or MRI. For example, if a PET
scan of the patient is available, high tracer uptakes in the
PET scan can be used as a DOI volume. Another possible
method consists of using a transfer function to define struc-
tures of interest in a volume without the need of segmenta-
tion [BHW*07,KKH02,RS08]. In this case, modifications to
the transfer function are equivalent to selecting a new DOI
volume. One more way to specify DOI volumes consists of
selecting interesting regions in US images, which can then
be transferred into 3D space using the registration informa-
tion. This selection can be as simple as a point, used to po-
sition a simple sphere of parameterizable radius, or to start
a limited region growing process, following the gradients ei-
ther from the volumetric data, if available, or from the US
data.

3.2. DOI Profile Generation

The second stage of the pipeline consists of the derivation
of the DOI for the US images in the video sequences the
examiner wants to review. With the DOI of each image, we
build a curve, or profile, of the relevance of each image in
the video sequences, and we call it DOI profile. We com-
pute the DOI of an US image with respect to a DOI volume
as the amount of the volume intersected by the image. This

Hard segmentation
boundaries

Smoothed
DOI Volume

Figure 3: Original (a) and smoothed (b) DOI volume (seg-
mented right hepatic vein tree). Small registration errors re-
sult attenuated and the DOI profile of the sequence results
smoother

is done by using the registration information for the image,
coming from a (suitable) registration method, and calculat-
ing the image spatial coordinates with respect to the DOI
volume. Details on the registration method we employed in
our prototype system are given in Section 4. We can now
use the DOI volume as a 3D texture, and the image spatial
coordinates as texture mapping for a rectangular polygon.
The next step consists of texturing the polygon with the 3D
DOI information from the DOI volume, and rendering it to
a frame buffer object (FBO). The rendered image is a gray
scale footprint of the values in the DOI volume on the poly-
gon, representing the US image, as illustrated in Figure 2.
Summing up the intensities of the pixels in the rendered im-
age allows us to compute the aggregated DOI value of the
US image. Storing the footprint enables us also to use it for
visualization, as it highlights the interesting region in the US
image. Keeping in mind that, by lowering the frequency of
the US waves, the imaged area increases and vice-versa, a
formal definition of the aggregated DOI, derived from the
intersection footprint, is

. image area W
DOIl(image) = ———— - ) pixel; (2)
w-h igb

The w and h parameters in Equation 2 represent the width
and the height resolution of the intersection image. The
pixel; parameter represents each pixel of the intersection im-
age, while image area is the physical area of the region in
the US image. The DOI profile generated in this stage of
the pipeline should be easy to modulate and use, and there-
fore needs to be normalized, or equalized, to be fitted into a
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Figure 4: DOI Profile processing / enhancement operations

[0,1] range. These operations are going to be performed in
the next stage of the pipeline.

3.3. DOI Profile Processing / Enhancement

The third stage of the pipeline is dedicated to processing and
enhancement operations on DOI profiles to enhance the us-
ability of the profiles. As previously outlined, raw DOI pro-
files do not have any common value range, and the values
can be very small if the region of interest is small. There-
fore, the first step consist of bringing the values into the unit
range. We propose two possible techniques: normalization
and histogram equalization of the profiles [Jai89]. Both map
the values onto the unit range, but normalization retains the
proportions between values, while equalization evenly dis-
tributes the profile values in the value range. Equalization
will enhance local variations of the DOI intensity instead of
global variations, and it is useful when a small number of
images have very different values compared to the others.

Once the profiles have been mapped into the unit range,
they are ready for further processing, to improve the deriva-
tion of useful information for the visualization. The first op-
eration we propose is temporal filtering of the DOI profiles.
A filter kernel can be used for temporal smoothing, when
the profile is too rough. This helps in the profile visualiza-
tion, as it shows better the trends in the data. We then adopt
a peak detection algorithm [Beu94, NHO6], that identifies
cluster peaks on the DOI profiles in a waterfall-alike way,
and thus finds a representative image for each cluster. To
achieve good results, such algorithms are usually also ap-
plied on a relatively smooth curve, otherwise they lead to
too many peaks along the profile.

The last operation we propose to process the profiles is
profile modulation. This type of operation multiplies an in-
put profile with one or more other profiles, to modulate the
input profile values. If ppo) is the DOI profile and pn is the
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modulation profile, a formal description of profile modula-
tion is then

pfjo| (X) = ppot (X) - Pm(X) (3)

Profile modulation is very useful as it can combine infor-
mation from different profiles, and we use this operation to
weight the DOI profile with a similarity profile of the scans.
The reason for this is that the desired structures of interest
may be poorly imaged or visualized from specific points of
view, even when the image plane intersects well the struc-
ture of interest. So the image with the highest DOI value
might not show the structures of interest in an optimal way.
This can happen under certain circumstances like with air,
or bones, attenuating the US waves. But the structures may
become visible with a similar image plane position, or un-
der different patient conditions. For this reason we want to
provide the examiner with a similarity weighted DOI pro-
file, different for each image in the videos, so that similar
and important images can be found quickly. To provide this
functionality, we needed a metric to define the similarity be-
tween two US images. We have chosen to use distance and
orientation: closer images have closer image centers, while
a small angle between image normals means similar orien-
tation of images in space. So we compute the similarity be-
tween a selected image and another image by multiplying
the distance between image centers with the angle between
image normals. This way the system can build a similarity
profile for a selected image, and use it to modulate the DOI
profile (see Figure 4). Such augmentation is especially use-
ful when there are many sequences to review and they are
acquired with different transducers or under different exam-
ination setups or patient conditions. We also use DOI profile
modulation with a profile of angles between image normals
in the automatic generation of a multi planar reconstruction,
as explained in the next section.

3.4. Guided Visualization

The first visualization technique we create using the DOI in-
formation is a plot of the DOI profile. In the plot we also
highlight the position of the currently visualized US image
(see Figure 7(d)). This becomes a navigation tool for the ex-
aminer during the data exploration process. We also apply
a peak detection algorithm to the profile, as previously dis-
cussed. This enables us to find representatives for clusters of
neighboring images. We use the peaks to place a selectable
US image thumbnail on the corresponding profile location.
The thumbnails work both as a high level overview of the
data and as a bookmark for quick data browsing. The second
technique we propose to enhance the exploration and play-
back of US images consists of using the intersection images
already utilized in the DOI computation (Section 3.2), as an
on-demand, semi-transparent layer to superimpose over the
US images. This visualization highlights to the examiner the
relevant regions in the image. We also integrate the classic
2D US image visualization, familiar to the examiner, in a



130 P. Angelelli et al. / Guided Visualization of Ultrasound Image Sequences

Figure 5: Image of a US image co-registered with the MRI
volume

linked 3D view where the image is rendered together with
the DOI volume or a volumetric scan of the patient. We do
this by rendering a proxy geometry, textured with the US
image, correctly positioned into a volume rendering of the
volumetric data (Figure 5). This helps the examiner to better
understand the position and orientation of the displayed US
image.

3.4.1. Multi-Planar Reconstruction from 2D US Data

The last visualization technique proposed here is an au-
tomatic multi-planar reconstruction (MPR) of the anatomy
with intersecting 2D US images. It provides a "‘21/2D" vi-
sualization of the region of interest using the 2D US data
(Figure 6). In the US domain such visualization is possi-
ble nowadays only with 3D US volume data, or has to be
generated manually [KPKS05].To create such an MPR visu-
alization, we again employ a proxy geometry for each US
image in the reconstruction, texture it with the image and
then render each geometry in 3D space. For this technique
we have also developed an algorithm to automatically com-
pute a suitable selection of intersecting images showing the
region of interest. It consists of a recursive modulation of
the DOI profile of the US data with the angle between the
images in order to favor images that are as normal to each
other as possible. The algorithm works as follows: It takes
the current DOI profile and selects the image with the high-
est DOI value. Then it calculates a modulation profile with
(1—cos(angle)) of the angles between the selected image
and all the others, to have a measure of the orthogonality
of the all the images against the selected image. Finally, it
modulates the current DOI profile with the computed mod-
ulation profile, and iterates. The second selected image will
therefore be the image that conjugates best DOI value with
orthogonality with the previously selected image. The third

Figure 6: Multi planar reconstruction of the region of inter-
est using 2D US images. a) MPR of the right kidney b) MPR
of the right hepatic vein c) comparison image showing how
MPR is currently applied to volume data

image will conjugate DOI value with orthogonality with the
first and the second images. This algorithm is fast, taking
only the normal of the US planes into consideration. How-
ever we also provide a manual tuning option to allow com-
plete data exploration capability.

4, Results

To demonstrate the usefulness of the presented approach,
and to obtain a first evaluation from the medical side, we
built a prototype system and exemplified its capabilities in a
proof-of-concept case study consisting of a trans-abdominal
US examination with the focus on the liver. A 31 years
old healthy male volunteer was examined after having first
undergone an MRI scan of the abdomen. Several trans-
abdominal US examinations were performed at different
times. The US data (total of 7 scans) were obtained using
different 2D transducers, in combination with a commer-
cially available magnetometer-based tracking device (Flock
of Birds, Ascension Technology) for image tracking dur-
ing freehand US acquisitions. In our prototype system we
have decided to adopt a landmark based rigid registration
technique, well suited if tracking information is going to be
employed. Our registration approach consist of identifying
anatomical features visible in both the modalities, and indi-
cating these through the placement of landmarks in the data
directly on screen. These two sets of points are then used
to compute a rigid transformation matrix from one dataset
to the other [VN@*08]. This matrix is then combined with
the transformations recorded with the tracking system, to
compute a suitable transformation for each US image in
the video sequences. The presented visualization pipeline
is, however, independent of the employed registration tech-
nique, as long as it can provide registration of each image
in the video sequences to the DOI volumes. More advanced
registration techniques are nowadays available. However, we
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Figure 7: Screen shot of the system showing linked views of
a US image, (a)with the intersection image superimposed,
(b)forming a MPR with images crossing the DOI volume,
(c)positioned in DVR of the MRI data to provide spatial ori-
entation and context, (d)highlighted in the thumbnailed DOI
profile (in green). The used DOI volume is the segmented
and smoothed right hepatic vein tree. The yellow lines in the
profile view (d) represent sequence boundaries. Here, three
US sequences have been joined.

found that the employed registration method is quickly ap-
plicable to our type of data, a goal of the proposed tech-
nique, and provides sufficiently good results. Abdominal ex-
amination scans do not contain highly moving anatomy, and
the deformation of the organs caused by the pressure of the
probe proved to be minimal, so this method was able to reg-
ister the two modalities sufficiently well. In case of changing
the patient position, the physician simply started a new video
sequence. The US data uptakes were stored in AVI format,
then imported into our system. The MRI scan was acquired
ataresolution of 2562 x 176. Figure 5 shows both the modal-
ities co-registered, with the intersection between the whole
liver parenchyma and the US image highlighted in red. We
have specified several DOI volumes, all of them through seg-
mentation of the MRI scan. For the segmentation we used
the ITK-SNAP tool. The DOI volumes we used define the
liver parenchyma, the right kidney, the gallbladder, the right
hepatic vein tree and the middle hepatic vein tree. With re-
spect to the performances, processing a video sequenceof ca.
3000 frames against a DOI volume requires around 5 sec-
onds of computation, with our CPU based implementation,
on an Intel Xeon 2.5GHz workstation. Figure 7 shows an
examples of three US video sequences joined together, en-
riched with DOI information and visualized with our system.
The development of the proposed pipeline into a prototype
system benefited from our tight cooperation between tech-
nological and medical expertise. In the beginning we started
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with a broader range of possible visualization techniques,
and some of them did not prove to be promising, as, for in-
stance, modulation of the playback speed according to the
DOI values. The multi-planar reconstruction made out of
2D US images is a visualization which attracted particular
interest, since it was not realized out of 2D data and from
different sequences before, and it eventually turned out to
be a useful visualization to inspect the data. The DOI pro-
file was a handy tool for an active and quicker inspection
of the US videos. The multimodal visualization of US im-
ages combined with DVR of the volumetric scan was useful
for enabling a quicker understanding of the orientation of
the images. The DOI region overlay was accepted as an in-
teresting and useful method for examination training. After
the demonstration of the test examinations with our system,
it was acknowledged (on behalf of the medical side) that it
combines assisted navigation and useful visualization tech-
niques of US data in a novel way. It offers real time enhanced
video playback and interaction for image selection and visu-
alization customization, and changing the DOI volume takes
also just a few seconds. The tool has been seen also espe-
cially interesting for doctor-to-doctor communication, as it
enriches plain video streams with semantic information and
allows to communicate the findings without leaving out part
of the original data. Our system also potentially enables to
find suspicious regions during the review, which was missed
by the examiner during the live examination.

5. Summary and Conclusions

In this paper we have presented a pipelined approach for
guided visualization during the review of US examinations.
We have introduced the concept of degree-of-interest vol-
umes in the context of US data visualization, to annotate the
data with semantic information. We have presented a suite of
visualization techniques that use the added semantic infor-
mation to provide guidance and insight during the reviewing
process, and aiming at improving the diagnosis and treat-
ment planning process. We have implemented the proposed
solution in a prototype system, and used it to review a case
of a trans-abdominal US examination, achieving positive and
useful feedbacks from our medical partners.

During the development of the prototype we tightly coop-
erated with our medical partners and addressed their needs.
The presented prototype has been seen as possibly useful
tool for post examination data exploration, to communicate
examination results to other doctors, and for examination
training. To the best of our knowledge, no mechanism has
been previously presented to aid the examiner to focus on
particular structures while reviewing 2D US examinations.
Our approach extends the current ultrasonographic exami-
nation work flow during the live acquisition, since the data
must be acquired with tracking, unless registration for the
US data can be obtained by other means. We then add post
processing steps currently non-existent in ultrasonographic
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work flow to enrich the data with semantic information and
thereby enable advanced data exploration. The presented
method is also meant for examinations of anatomy that does
not move particularly, or deform easily. When applied to car-
diac data, for example, the high dynamic behavior of the im-
aged anatomy would represent a problem for the registration
of the data to the DOI volumes. In such scenarios, alternative
or additional solutions for the registration are needed.
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