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Abstract
This article presents an algorithm for the realistic simulation, at near interactive rates, of globally illuminated
scenes including participating media, isotropic and anisotropic. The proposed algorithm is divided in three phases:
particle tracing, reconstruction and rendering. The particle tracing phase is based on the Monte Carlo light
tracing. The goal of this phase is to deliver the light energy from the sources, over the scene’s object. In the
reconstruction phase the algorithm derives one texture for each object in the scene, 2D textures for surfaces and
3D textures for participating media. Each texel represents the outgoing radiance, in a given direction, from a
region of the object. The method uses density estimation techniques to compute the textures. In the final phase, the
algorithm renders the textures using hardware graphics capabilities.

Categories and Subject Descriptors(according to ACM CCS): G.3 [Probability and Statistics]: Probabilistic algo-
rithms (including Monte Carlo) I.3.7 [Computer Graphics]: Color, shading, shadowing, and texture

1. Introduction

Realistic image synthesis of scenes with participating media
requires the simulation of the complex physical and optical
aspects of the media. Normally, the non-participating me-
dia environments, count clear air or vacuum. Then, for these
environments, mainly, the reflection and refraction phenom-
ena must be simulated. To include participating media, in
the represented environments, also involves the simulation
of the light traversing the medium. This phenomenon is com-
plex due, chiefly, to the additional dimension to represent it,
and, due to the continuous change of the propagation direc-
tion of the light into the media.

Participating mediais a generic term to describe physical
phenomena as fog, dusty, clouds, smokes, humidity, etc. In
1994, Rushmeier15 gives an extended explanation of the par-
ticipating media application areas. The first presented3 algo-
rithm simulated media with important simplifications to do
the problem computationally treatable, bearing only in mind
local illumination. The globally illuminated scenes includ-

ing participating media may be classified as deterministic or
stochastic14. The zonal method, is a deterministic method,
that constitutes an extension of the classic radiosity algo-
rithm, based on the form factors computation16. This algo-
rithm solves the multiple scattering problem taking into ac-
count isotropic media. Subsequently, several proposals have
been presented to handle anisotropic media. Languenou et
al. 9 divide the space of directions in discrete ordinates,
Bhate1 uses spherical harmonics, Stam19 applies the dif-
fusion equation, or Pérez et al.13 extend the hierarchical ra-
diosity 17 to include anisotropic media. These solutions in-
volve the use of complex representations and enough mem-
ory. On the other hand, there are methods based on the
Monte Carlo probabilistic method. These approaches con-
sume less memory, but they used a lot of computation time
to eliminate the characteristic noise8, 12. Jensen et al.6 pre-
sented a bidirectional ray tracing algorithm based on photon
maps. This technique uses density estimation techniques to
overcome the noise problem, but the rendering phase is time
consuming. Recently, in 2002, Biri et al.2 have presented a
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real time algorithm for fog, but they only use local illumina-
tion.

Therefore, the realistic simulation of participating media
taking into account global illumination, is a complex prob-
lem. And, normally, the time to render an image is high. This
rendering time is not interactive but for isotropic media. The
proposed global illumination algorithm achieves, nearly, in-
teractive rates, even for anisotropic media, without compro-
mising the quality of the final image.

The article has been structured in the following sections:
in all three following sections2, 3, 4, the phases of the pro-
posed algorithm has been explained. Our preliminary results
are commented in section5 and the conclusions and future
work in section6.

2. Particle tracing phase

The goal of this phase is to distribute the energy from the
light sources to the rest of the objects in the scene. Each
light source emits a set of particles. These particles are emit-
ted based on the directional distribution function of the light
sources. When a particle hits an object in the scene, part of its
energy is absorbed, and other part is reflected and/or trans-
mitted. At the end of this phase each object stores a set of
particles, one for each hit. The algorithm records the follow-
ing information for every stored particle: the incoming di-
rection, the emitter of the particle, the interaction point and
the incoming energy flux.

In the scene a particle may interact with a surface or a
participating medium. If the interaction is with a surface, the
reflected ray is chosen between all the outgoing directions on
accounting of the BRDF (Bi-directional Reflection Distribu-
tion Function). If the particle interacts with a participating
medium, first, we must compute the exact interaction point.
The geometry of the medium only give us the entry and the
exit point of a ray. Therefore, it must be taken into account
the optical properties of the medium to know the distance
traversed across it. It is possible for a particle, not to inter-
sect with a medium, although it is in his way.

3. Reconstruction phase

The aim of this phase of the algorithm, is to compute the ra-
diated energy from every point in the scene, to a given view-
point. Therefore, this phase have to be recomputed when-
ever the viewpoint changes, except for the diffuse surfaces
and for the isotropic media. For these objects the reconstruc-
tion is only performed once, and, therefore, this step may be
considered as a pre-process pass.

This phase is based on the nearest neighbour density esti-
mation technique. The algorithm computes 2D and 3D tex-
tures for surfaces and participating media, respectively. Each
texture is not directly obtained from the particles set. As an
intermediate step, for each object a histogram is constructed.

The histogram is one of the more basic density estimation
techniques18. The use of the histogram, in our algorithm, is
similar to the Myskowski proposal10. It is used, as a previ-
ous step, to efficiently apply the nearest neighbour density
estimation technique.

The histogram is computed, directly, from the particle set.
The intersection point, of each particle hit, belongs to a his-
togram cell. The radiosityB is computed, for each cell of the
histogram, based on the set of particles stored in it:

B = ∑
∀p∈cell

Lo,pcosθωp (1)

where p is a particle,Lo,p is the outgoing radiance of the
particlep andωp is the solid angle related to the particlep.

Once the histogram is totally filled, every texel of the tex-
ture is calculated considering the nearest neighbour density
estimation. Like the histogram, the texture is a rectangular
region. The difference between the histogram and the texture
is the resolution. The resolution of the histogram is greater
than the texture resolution. The initial value for the texel is
obtained from the corresponding region of the histogram, as
it is shown in figure1. The darker area of the histogram is the
region corresponding to the texel. The shadowed area is the
region to take into account for the computation of the texel
value. The area of the region of the histogram corresponding
to the texel, is determined by the accumulated radiosity in
that region. A given radiosity threshold is, previously, estab-
lished, for the calculation of the area of the histogram corre-
sponding to each texel. This area is, progressively, increased
until the accumulated radiosity reaches the given threshold.
For participating media we apply the same algorithm, but the
histogram and the 3D texture are divided into a set of voxels
instead of texels.

Figure 1: This figure represents the region of the histogram
needed to compute a texel. Left: Texture to compute. Right:
Histogram.

A summed area table (SAT) is used to accelerate the com-
putation of a region of the histogram. The SAT has the same
dimensions as the histogram. Each cell of the SAT stores the
sum of all the previous values in the histogram:

Sat(x,y,z) = ∑
i≤x, j≤y,k≤z

histogram(i, j,k) (2)

Taking into account the SAT, we need only two sums and
three subtracts, to compute the accumulation value of what-
ever region of a 2D histogram. For a 3D histogram, we need
three sums and four subtract4, 5.
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4. Rendering phase

Every object of the scene is represented by its corresponding
texture. The surfaces are rendered first as being opaque and
because they hide any participating medium behind them.
We use the OpenGL z-buffer to implement this phase. The
3D hardware textures are used for the rendering of partic-
ipating media. These textures are divided in slices and are
rendered in a back-front order. Each slice must be perpendic-
ular to the view direction (see figure2(a)). The distance be-
tween the different slices determines the transmittance factor
of the mediaτ(x0,x) = exp−

∫ x
x0

kt (u)du, wherekt is the extinc-
tion coefficient. This transmittance factor is applied using
the openGL alpha blending.

To render the slices perpendicularly to the view direction,
the algorithm is based on the technique proposed by Gelder
et al.20 for volume visualization; but adapted to the partic-
ipating media case. Each participating medium is wrapped
in a cube of dimensionsd3, being d the diagonal of the
medium. The front face of this cube is always perpendicular
to the view direction. Consequently, the slices defined over
this big cube, are, also, perpendicular to the view direction,
as it is shown in figure2. The medium inside the cube, is
properly rotated, using the GL_TEXTURE mode.

Bounding cube

Volume center

View direction

Slice

Origin

Volume diagonal (d) 

d

d

d

Bounding cube

(a) (b)

Figure 2: These figures represent a piece of a participating
medium. (a) represents how the participating medium is di-
vided into a set of slices and their direction, and (b) shows
the participating medium wrapped by a bounding cube.

5. Results

The algorithm has been implemented in a Pentium III with
Intel processor at 1000 MHz, with a 256Mb memory RAM
and a graphical card Nvidia GForce4 Ti 4600 64MB. The
Realistic Image Synthesis platform, developed by Martin et
al. 11, called SIR(Sintesis de Imágenes Realistas) has been
used. The scenes have been built using the MGFE7 format
(Material Geometry Format Extended). In turn, for the ren-
dering phase we use the graphical library OpenGL, and the
GL_TEXTURE_3D extension for the management of 3D
textures.

The obtained results achieve near interactive rates. Lo-
gically, the rates depend on the geometric complexity of the
scene, on the number of glossy surfaces and the anisotropic
media. The diffuse surfaces and the isotropic media may be

computed in the preprocess pass. Then, they need only one
pass for the reconstruction phase, and for successive view
points, only the rendering phase time must be considered.

Figure3 shows two images obtained using our algorithm.
The number of emitted particles, in both cases, is one mil-
lion. Table 1 shows the obtained times for rendering the
images in figure3. The number of slices used, are similar
for both images. Whenever the view direction changes, the
scene including anisotropic media is rendered in one second,
approximately. For isotropic media, the algorithm achieves
interactive rates.

Isotropic Anisotropic

P.: 43.27 s P.: 44.32 s
time R.: 1.14 s R.: 1.11 s

Rd.: 0.08 s Rd.: 0.07 s

Table 1: Obtained times for images in figure3. P., R., and
Rd. refer to particle tracing phase, reconstruction phase and
rendering phase times, respectively.

(a) (b)

Figure 3: Images obtained by our algorithm. The scene in-
cludes (a) isotropic, or (b) anisotropic media.

6. Conclusions and future work

We have presented, in this article, an algorithm for rendering
scenes including isotropic and anisotropic participating me-
dia, at near interactive rates. The goal of this algorithm has
been to achieve efficient results without compromising the
quality of the final image. This issue has been attained com-
bining hardware graphics capabilities and density estimation
techniques.

One of the aspects to improve, in the future, is the render-
ing of specular objects. Due to the fact that all the particles
are emitted in the preprocess pass, it may occur that there
is not enough particles for a given direction, specially, for
specular objects. To overcome this problem it may be nec-
essary to use a similar technique to the bidirectional path
tracing presented by Lafortune et al.8, and to shot more par-
ticles from the observer, or from the light sources taking into
account the current view.
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Another aspect we want to improve is the efficiency of
the rendering of anisotropic participating media. When the
view point changes, the histogram and thesummed area ta-
ble must be totally re-calculated, and, certainly, the texture.
To obtain the new histogram, we may take advantage from
the previous computed histogram, because, normally, the
view direction suffers small changes at a time. Our study is,
currently, focused on doing part of the reconstruction phase
with the hardware graphics card.
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