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Abstract

In the past years sophisticated automatic segmentation algorithms for various medical image segmentation prob-
lems have been developed. However, there are always cases where automatic algorithms fail to provide an ac-
ceptable segmentation. In these cases the user needs efficient segmentation correction tools, a problem which has
not received much attention in research. Cases to be manually corrected are often particularly difficult and the
image does often not provide enough information for segmentation, so we present an image-independent method
for intuitive sketch-based editing of 3D tumor segmentations. It is based on an object reconstruction using varia-
tional interpolation and can be used in any 3D modality, such as CT or MRI. We also discuss sketch-based editing
in 2D as well as a hole-correction approach for variational interpolation. Our manual correction algorithm has
been evaluated on 89 segmentations of tumors in CT by 2 technical experts with 6+ years of experience in tumor
segmentation and assessment. The experts rated the quality of our correction tool as acceptable or better in 92.1%
of the cases. They needed a median number of 4 correction steps with one step taking 0.4s on average.

Categories and Subject Descriptors (according to ACM CCS): 1.4.6 [Image Processing and Computer Vision]:
Segmentation—I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—Curve, surface,
solid, and object representations 1.3.6 [Computer Graphics]: Methodology and Techniques—Interaction tech-

niques

1. Introduction

Segmentation is one of the essential tasks in medical im-
age analysis. It typically is the basis for all successive steps,
such as classification or quantification, or even has direct
implications for the patient, like in radiotherapy planning.
Therefore, a proper segmentation of objects in medical im-
ages is crucial in many cases. Since a fully manual segmen-
tation takes too much time in clinical routine and lacks re-
producibility, automatic algorithms have been developed as
an alternative for specific purposes. However, even sophisti-
cated algorithms fail to provide an acceptable segmentation
in some cases. For example, due to low contrast, noise and
biological variability, the segmentation might leak into ad-
jacent structures or parts of the objects are missing in the
segmentation result. Nevertheless, most parts of the segmen-
tation mask are usually correct and only small regions are er-
roneous. This makes segmentation editing an indispensable
step in the segmentation process, where the user has the pos-
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sibility to manually modify the segmentation until it satisfies
his or her needs.

Manual correction in 3D is a challenging task, where as
many segmentation problems as possible should be solved
with as few 2D interactions as possible. Hence, the tool
needs to estimate the user’s intention in 3D while it should
modify the segmentation only locally and the algorithm
needs to be fast enough to react on inputs in real time. The
segmentation problems that should be solved by such a tool
are typically difficult, because the preceding algorithm al-
ready failed to segment the object appropriately. However,
research typically focuses on (semi-)automatic segmentation
methods, while manual correction does not receive much at-
tention.

In this paper, we discuss sketch-based segmentation edit-
ing in 2D and we present a novel method for intuitive editing
of 3D segmentations of compact objects in the context of tu-
mor segmentation in CT. The proposed method is based on
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Figure 1: Sketch-based segmentation editing: (a) initial seg-
mentation (yellow), manual correction (blue) and (b) 3D re-
sult after editing with our variational-interpolation-based ap-
proach.

an object reconstruction using variational interpolation (see
Fig. 1). It is image-independent so it does not rely on image
information. If the contrast or the signal-to-noise ratio are
very low, the image often does not provide enough informa-
tion for segmentation, so image-independent editing is bet-
ter suited in such cases. Our goal was developing a tool that
allows correcting a segmentation with a few steps in a few
seconds for the majority of problem cases. It should only use
a segmentation mask and the user input for its computations,
so it can be combined with any (semi-)automatic segmenta-
tion algorithm and it can be used in any 3D modality, such
as CT or MRI.

User interaction is performed by sketching, i.e., in a
contour-based manner, which has previously proven to be
an intuitive interaction and has been widely accepted by var-
ious clinicians in our evaluations [HMB*09]. We have de-
signed our algorithm as a general segmentation tool that also
enables the user to specify segmentations of objects from
scratch, in cases where a dedicated (semi-)automatic seg-
mentation algorithm has failed completely or is not available
at all. The proposed method works for objects given by par-
allel slices and it also allows a slice-wise manual correction
for cases where the extrapolation in 3D does not conform to
the user’s intention. Our tool can be used in any view and it
even allows to user to arbitrarily switch between views dur-
ing the editing process.

2. Related Work

Up to now only a few authors have focused on fast and easy
to use tools for manual correction of 3D medical image seg-
mentations. However, several authors have mentioned the
necessity of such tools and propose basic solutions for their
frameworks where manual correction is often referred to
as manual refinement [HAB95, PFJ*03, YPH*06, BDK*07,
HvGS™09,HM09]. As stated by Olabarriaga and Smeulders,
manual correction needs high-level tools for being efficient
[OSO01].

Some basic low-level tools for 3D manual correction
are suggested by Kang et al.: hole-filling, point-bridging,
surface-dragging [KEK04]. Maleike et al. also implemented
a set of general low-level 2D correction tools in their in-
teractive segmentation framework (add, subtract, correction
(meaning automatic add/subtract), interactive region grow-
ing, fill, erase) [MNMWO09]. Their contour-based 2D correc-
tion tool is based on work by Heimann et al. [HTKMO04]. A
manual leak prevention approach for region-growing-based
segmentation algorithms has been mentioned by Kunert et
al. [KSH*04]

An image-based high-level approach using the random
walker algorithm has been suggested by Grady and Funka-
Lea [GFLO6]. Maleike et al. have developed a manual cor-
rection tool using their automatic surface-based segmen-
tation algorithm for lymph-nodes, which uses a statistical
shape model that is adapted to gradients within the image
[MFT*08]. For their dedicated graph-cut-based segmenta-
tion algorithm, Egger et al. propose a manual refinement ap-
proach where the user has the possibility to manually delete
and add seed points [ECFN11]. Based on the image foresting
transform a general manual correction algorithm is proposed
by Miranda et al. applied to brain segmentations [MaRC11].
In a previous work we have proposed a contour-based man-
ual correction algorithm for tumor segmentations based on
edges within the image, which uses a live-wire-like approach
[HMB*09]. However, image-based methods can fail for low-
contrast or noisy images.

Image-independent manual correction is often done on the
basis of deformable 3D meshes [JSG03, TPvB*03, BBS06,
BBB*07,SHT*08,SSMS10]. Interaction techniques for such
surface-based tools have been discussed by Proksch et al.
and Rahner et al. [PDP10, RDDP10]. An approach by Silva
et al. also allows adding and removing voxels in 3D by a
spherical brush with a user defined radius [SSMS10]. How-
ever, surface models and drawing tools are not intuitive in
3D. Moreover, surface based correction methods can re-
sult in unexpected modifications, as shown by Silva et al.
[SSMS10].

Manual correction for 3D medical image segmentation
could also be inspired by 3D modeling approaches devel-
oped in the field of computer aided design (CAD), where
3D objects are generated from user-drawn 2D strokes. Such
tools have been proposed by Igarashi et al., Karpenko et al.
and Nealan et al. for example [IMT99, KHR02, NSACOO05].
CAD-based approaches, however, have not yet been used
for editing of medical image segmentations. In contrast to
general CAD modeling approaches, the segmentation of a
medical image is given in parallel slices from which we can
derive contours. This makes the reconstruction of a 3D ob-
ject easier because we do not have to infer the 3D geome-
try of the user-drawn contour and its relationship to the ob-
ject. A well-known method for smooth surface reconstruc-
tion from unorganized point clouds is called variational in-
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Figure 2: Variational-interpolation-based segmentation of a
liver metastasis in CT using 6 parallel contours.
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Figure 3: Hole-correction example for a set of contours gen-
erated from an initial segmentation: (a) result without hole-
correction and (b) result after correcting the sign of the nor-
mal constraints based on the level of embedding.

terpolation. It has first been described by Turk and O’Brien
[TO99]. We have discussed the application of variational in-
terpolation to contour-based interactive segmentation previ-
ously [HKHP11].

3. Variational Interpolation with Hole-correction

In variational interpolation methods an object is represented
by an implicit function f(x) that evaluates to zero for each
point on the surface of the object. f(x) is an approximation
of the real object based a set of constraints given by a point
cloud, which contains points that are known to be on the sur-
face (surface constraints s ), as well as additional points that
are known to be inside or outside of the object. As discussed
in [HKHP11], these additional points can be derived from
the local normal in each contour point for example (normal
constraints ¢V). Using an appropriate radial basis function
(RBF) ¢(x), f(x) can be written as

k
F(x)=P(x)+ Y wid(x—c;), (D
j=1

where ¢; denote the constraints, w; are the weights of each
RBF and P(x) is a degree-one polynomial that accounts for
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Figure 4: Sketch-based editing in 2D: (a) initial segmenta-
tion C; (yellow), user input Cs, (blue) and the edited contour
Cs,, (b) intended correction result containing the center of
gravity g and (c) result not containing g, defining the edited
region.

the linear and constant portions of f(x). With ¢(x) = ||x||*
Eq. 1 generates a smooth C?-continuous surface (see Fig. 2).
P(x) as well as the weights w; are computed by solving a
system of linear equations that is given by inserting all con-
straints in Eq. 1. A quality-preserving constraint reduction
can be used to speed up computations so interactive rates are
achieved. This reduction is controlled by a quality factor ¢,
which defines the portion of contour points that are used for
the reconstruction (see [HKHP11] for details).

The contours from which the surface is generated can be
arbitrarily oriented. The mask in a slice can contain holes,
however, which is not handled by the algorithm proposed
in [HKHP11]. This results in an incorrect reconstruction
of the surface in such cases as shown in Fig. 3a. Holes
can be handled by checking for each contour, whether it is
completely contained within another contour by applying a
point-in-polygon test for each contour point. As a contour
can be included in a contour that itself is surrounded by an-
other contour, this needs to be done recursively defining a
level of embedding. A hole is then given by a contour whose
level of embedding is odd. For a contour defining a hole, the
sign of the function value f(x) needs to be inverted for each
normal constraint, resulting in a robust reconstruction of the
object (see Fig. 3b).

4. Sketch-based Segmentation Editing
4.1. Contour-based Correction in 2D

In 2D, sketch-based interaction provides a rather simple
yet precise and intuitive manual correction in the contour
domain. An insufficiently segmented slice s is corrected
by drawing a contour along the correct object border (see
Fig. 4a). Based on this user contour Cs, a specific part of
the contour of the initial segmentation Cs is replaced (see
Fig. 4b). This can be interpreted as adding some part to the
segmentation, cutting away some part, combinations of both
or replacing the segmentation as shown in Fig. 5. Note that
this does not have to be differentiated in the contour domain.
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Figure 5: Common user inputs (blue dashed lines) for 2D
sketch-based corrections in the contour domain that we have
observed during evaluations: (1a-d) add, (2a-d) remove, (3a-
d) add + remove and (4a-c) replace.

(@ (b)

Figure 6: Handling of imperfections in sketch-based editing:
(a) user-input (blue dashed line), intersection points with ini-
tial contour as well as projected start/end point (green cir-
cles) and (b) estimation of the user’s intention.

The contours Cs can be efficiently derived from the segmen-
tation mask using a marching squares algorithm [Map03].

The user input will be subject to imperfection, such that
Cs, might not be connected to the initial segmentation or
it might intersect it in an arbitrary number of points (see
Fig. 5). For robustly handling those cases we clamp Cy, to
the first and the last intersection point. If Cs, does not inter-
sect the initial segmentation near the first and the last point
of Cs,, we project those points on Cs, i.e., the points of C;
that are closest to the start and end points are used to ex-
tend Cs, (see Fig. 6). If more than one initial contour exists
in slice s, we use the one that is closest to the first point of
Cs,. In addition, the user has the possibility to replace the
initial segmentation by drawing a self-intersecting or closed
contour.

()

Figure 7: Hole-generation example: (a) initial segmentation
(yellow) and user input (blue), (b) result without deleting
newly embedded contours (c) intended result after deleting
contours whose level of embedding has changed.

The user input given by an open contour is ambiguous, so
there are always two possible results for one initial contour
C; and the user contour Cy, as shown in Fig. 4. We use the
following heuristics that decides what contour is most likely
to be the user’s intended result and which assumes that the
object is compact:

1. Keep the contour that contains the center of gravity g, of
Cs.

2. If both or none of the candidates contain g, keep the con-
tour with the largest area.

The result that is not kept by this heuristic encloses the re-
gion where the segmentation has been edited, i.e., the added
or removed part in slice s (see Fig. 4c). We call the edited
part of the initial segmentation C;,, while the whole edited
region is given by Cs, UCs, .

The user might generate new holes in the edited slice by
drawing a contour around an existing part of the segmenta-
tion that is initially not connected to the edited part of the
segmentation as shown in Fig. 7. The user’s intention in this
case is, however, to include the separated part into the seg-
mentation. Thus, we remove all contours for which the level
of embedding has changed.

4.2. 3D Extrapolation using Variational Interpolation

To transform the 2D correction into 3D, we use contours
from the initial segmentation in two additional slices to re-
construct a corrected segmentation that fits into the initial
segmentation. These slices are defined based on the edited
slice s and a correction depth d(Cs, ), which depends on the
geometrical properties of the edited region. It represents a
trade-off between the necessary number of correction steps
and the risk of replacing too much of the initial segmenta-
tion. Our evaluations have shown that, for tumor segmen-
tations, the extent in z-direction of the edited region often
corresponds to its thickness in the current slice. Therefore,
we compute d(Cs, ) by

max; {min; {|Cs, [i] - Cs, [j]|} }
dy '

d(Cs,) = (€3
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Figure 8: 3D extrapolation of the correction using varia-
tional interpolation: (a) the initial segmentation (gray), (b)
result after replacing the segmentation between sstart and Sepqg
with the variational interpolation result (blue), (c) voxeliza-
tion of the edited region Cs, UC;,, (d) dilation of the edited
region with a 15 x 15 kernel (cp. Eq. 4), (e) duplication to all
slices between sgtart and sepnq and (f) final result after mask-
ing.

where Cs, [i] and Cs, [/] refer to the i-th point of Cy, and the
j-th point of Cs, respectively. d; is the distance between ad-
jacent slices in millimeters. In order not to interpolate be-
yond the initial segmentation, Sstart and sepq are clamped to
the minimum and maximum slice $yj, and smax of the initial
segmentation, so the additional slices are given by

Sstart = max (s —d(Cs, ), Smin)

. 3
Send = min (s +d(Cs, ), Smax ) -

Typically, the user needs to perform several correction
steps and we cannot assume that slices which have already

(© The Eurographics Association 2012.

been edited are segmented correctly. In addition, each user-
drawn contour should be part of the final segmentation result
after each manual correction step. Therefore, we store all
user contours and include them in the reconstruction process
as well. This allows the user to arbitrarily switch between
different views during the correction process without replac-
ing already performed corrections. The user contours are
only considered as surface constraints, because they are not
closed and we cannot infer information about what should
be inside or outside from them, which would be necessary
for defining the normal constraints.

Based on the closed contours in the slices s, Sstart and Sepqg
as well as all user contours Cs, a new segmentation is gen-
erated by variational interpolation, which replaces the initial
segmentation between Sstart and Sepg. Because sstart and Sepg
represent the initial segmentation and because of the proper-
ties of variational interpolation, the new segmentation con-
tinuously fits into the initial segmentation (see Fig. 8b).

A manual correction might separate an initially coherent
segmentation into several parts. Our algorithm aims at seg-
mentation of individual compact objects, though. Therefore,
we perform a connected component analysis and only keep
the component that contains the center of gravity of C (see
also Sec. 4.1). If the center of gravity is outside of the result-
ing segmentation we keep the component that is closest to
1t.

4.3. Making the Correction Local

Replacing the whole segmentation between sstart and Sepq
also replaces parts of a segmentation that are actually cor-
rect. We need to restrict the correction to a region, where
the user intends a correction. Based on the edited region
C;, UC;,, we define a region I C I where the interpolated
result is used, with I being all voxels of the image. For all
voxels in I'\ I, the original segmentation is kept (see Fig. 8c-
). We call this step masking in the following. L. is derived
from the edited region as follows:

1. Voxelization of Cs, UCs,
2. Dilation of resulting mask using an appropriate kernel
3. Duplication of dilated mask to slices in [sstart, Send]

The size k of the kernel for the dilation operation needs to be
adapted to the size of the object, because the masking must
cover a larger region for large objects and a smaller region
for small objects. We made k proportional to the radius of a
sphere, whose volume equals the volume of the initial seg-
mentation given by the number of voxels n:

_ 15/3n
k_ZL 4n-‘+1. 4)

On our training data, this has provided a good coverage of
the edited region while it efficiently prevented the correction
from changing too much in regions where no correction was
intended.
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4.4. Appending, Replacing and Segmentation from
Scratch

Sometimes parts on top or below the object are missing in
the segmentation so the user needs to add something by
drawing a closed contour in a slice that has not yet been seg-
mented. In this case we do not extrapolate beyond the edited
slice, so we set

Smax if s > Smax
Sstart = .
s if § < Smin

&)

S lfS > Smax
Send = . .
Smin  1f § < Smin

The masking step is skipped and the interpolated result is
used for all slices between sstart and Sepq. Finally, sy, and
smax need to be updated.

If a segmentation in a slice is completely erroneous the
user typically wants to replace it by drawing a closed con-
tour. Cg, is used directly in this case and the initial segmen-
tation Cs = Cs, in slice s is discarded. Again, the masking is
skipped.

This replacement approach can also be used for segmen-
tation from scratch, i.e., if no segmentation is available, by
only using Cs, for computing the segmentation. In this case,
we have no initial segmentation and Eq. 2 cannot be used for
computation of d(Cy,). Instead, we assume the shape of the
object to be roughly spherical in this case and d(Cy, ) is com-
puted as the radius of a circle that has the same area A(Cs, )

as Cy,, i.e.,
A(G,

5. Results and Discussion

Our manual correction algorithm has been evaluated by 2
technical experts with 6+ years of experience in tumor seg-
mentation and assessment. The evaluation was performed on
89 tumors with an initially insufficient segmentation calcu-
lated by a dedicated automatic tool [BDK*07]. The data con-
tained a representative set of lung nodules, liver metastases
and lymph nodes of different shape, size and image quality.
It was collected from several clinics and CT scanners. Cor-
rection was possible in axial, sagittal and coronal view and
the experts were told to generate an acceptable segmentation
within a time that would be acceptable from their point of
view. Both participants got a short introduction to the tool
and processed one training example. The quality of the man-
ual correction tool in terms of its suitability for the specific
segmentation task was rated on a 5-point scale for each case.
The results are shown in Tab. 1.

The experts needed a median number of 4 steps and a me-
dian time of 53s, including the time for assessment and rat-
ing. Note that an undo operation was counted as one step

Rating Meaning Number Percentage
of cases

++ Perfect 14 15.7%

+ Good 43 48.3%

0 Acceptable 25 28.1%

— Bad 6 6.7%

—— Unacceptable 1 1.1%

Table 1: Quality ratings of the evaluation of our image-
independent segmentation editing algorithm (n=89).

as well. Overall, our algorithm was well suited for 92.1%
of the segmentation tasks (i.e., cases with a rating of ac-
ceptable or better), while about 7.9% could not be corrected
adequately within an acceptable time. As our algorithm is
image-independent, we expect those results to apply to other
compact objects and other modalities as well.

Problem cases that cannot be corrected adequately with
our method are most often caused by contradictory user-
drawn contours as shown in Fig. 9. In such cases the vari-
ational interpolation algorithm does not always reconstruct
an appropriate surface. This can in particular happen if cor-
rections are performed in different views. The solution pro-
posed in [HKHP11] that uses an approximation instead of
an interpolation can only compensate this for minor contra-
dictions in our scenario. Another problem class are segmen-
tations where the larger part of the contour does not belong
to the object. In such cases, the wrong contour is kept (cp.
Sec. 4.1). This can be handled by drawing a closed contour
around the part that should be kept, though. Moreover, filling
holes is also not directly supported by sketching in the con-
tour domain and must be done by replacing the segmentation
in the affected slice or by editing in another view. Finally, it
is currently not possible to delete the segmentation in a slice
completely. Possible solutions could be to add some gesture
recognition feature and define a specific “delete” gesture or
to provide a certain button or key for this purpose on the ap-

(®) (©)

Figure 9: Example for contradictory manual corrections: (a)
result (yellow) after the 1st correction step (red, drawn in
another view), 2nd user input (blue), (b) result after 2nd cor-
rection step and (c) variational interpolation result in 3D.
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plication level. In addition, this editing problem can almost
always be solved by editing in another view.

Having an efficient and intuitive tool that produces suf-
ficient results with only a few steps in 92% of the cases is
very helpful in practice. Current state-of-the-art automatic
tumor segmentation algorithms provide a sufficient segmen-
tation in about 87% of the cases as reported by Moltz et
al. [MBK*09]. Combining this with our tool means that most
lesions can be segmented with little work (about 4 additional
correction steps). For the remaining cases a slice-wise cor-
rection can still be used if the segmentation is mandatory.
This smoothly integrates into the contour-based workflow of
our tool and can be achieved by switching into a 2D mode
using a modifier key for example, which prevents our algo-
rithm from performing the variational interpolation step. The
2D mode was not supported during our evaluations, though.

To ensure a real-time response of the variational-interpo-
lation-based segmentation algorithm, we only use 20% of
the contour points for surface reconstruction. We have used
4 threads for the computations, because most PCs have 4
physical CPU cores today. With these settings, one correc-
tion step takes 0.5s on average on an Intel Xeon X5550 for a
tumor consisting of about 70,000 voxels in a region of inter-
est (ROI) of 1003 voxels (see Fig. 7). This is fast enough to
allow an editing in real time for tumor segmentations. In our
evaluation, the average computation time of a single correc-
tion step was 0.4s. The computation time is proportional to
the size of the object. In a liver segmentation correction sce-
nario (about 2,000,000 voxels in a 460 x 365 x 110 ROI), the
average computation time was about 4.8s, which no longer
allows a real-time feedback.

6. Conclusion and Outlook

‘We have discussed sketch-based segmentation editing in the
contour domain and we have shown how variational inter-
polation can be used for efficient editing of tumor segmen-
tations in 3D medical images. For making variational inter-
polation more robust in this context, we have extended it by
a hole-correction. Because it does not rely on image infor-
mation, our algorithm can be used for any 3D modality and
is applicable for a wide range of other objects as long as
they are compact and not too large. It can even be used in a
slice-wise manner and if no initial segmentation is available.
Because it only needs the segmentation mask and the user
input for computation, it can be combined with any auto-
matic segmentation algorithm. In conclusion, the presented
algorithm provides a universal and intuitive editing tool for
segmentation of compact objects in 3D medical images. An
evaluation on segmentations of solid tumors has proven that
our algorithm allows an efficient editing of such segmenta-
tions.

Future work will focus on further improving our algo-
rithm in terms of calculation time and segmentation qual-
ity so it can be applied to larger and more complex objects,
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like organs. We will also investigate solutions for resolving
contradictory user inputs more robustly.

The comparison of different manual correction algorithms
and tools is particularly hard, because the results strongly de-
pend on the user and on the specific segmentation task. To
our knowledge, no measure exists in the literature that allows
an objective comparison of these special kinds of interactive
segmentation tools. To overcome this, we propose a segmen-
tation editing challenge where different tools are applied to
the same problems by the same users.
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