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Abstract. With the emergence of open information spaces such as digital
libraries, advanced techniques for interactive visualization of complex and
protected 3D documents are needed. This paper presents a new visualization
concept which deals with the problems of complexity and security of digital 3D
documents in open information spaces. A dynamic combination of remote and
local 3D rendering is used to allow scaling of the information quantity on the
client side. The software architecture SCA3D (3D Scalable Scenes
Architecture), which provides functionality for adaptive visualization and
protection of intellectual property rights, is presented.
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Documents of a digital library used by a group of students and a tutor working on a
research project which involves 3D models (for example an architectural construction
project) is a practical example. A digital library allows users to explore already
existing 3D documents, generate and add new documents as a result of project work
and discuss results. A digital library system should also allow visual cut-and-paste,
indexing and extending 3D documents. Protection of the original document and
management of document copies are important issues which need to be considered
during system development. In order to exploit the full potential of the open
information space, both work at the central facility on a LAN using specialized
equipment and work at home using standard PCs and low-bandwidth connections
should be equally possible. In this paper a visualization architecture is introduced
which deals with these issues of complexity and security by using a combined
approach of remote and local 3D rendering and an object-oriented document model
for 3D scenes. A document-request-broker approach is presented which allows access
to objects of distributed 3D documents via proxy objects with a varying level-of-
information called object representations.

The remainder of the paper is organized as follows. In  section 2 background
information is discussed. In section 3 the software architecture SCA3D is presented,
while in section 4  its adaptive behavior is evaluated. Finally, in section 5 conclusions
are drawn.

2 Visualization of 3D Documents using Hybrid 2D/3D Scenes on
Client Side

Considering 3D scenes as
ordinary documents
emphasizes that 3D scenes
can be handled in the
same way and can have
similar features, such as
cut-and-paste, support of
retrieval, indexing or
extensibility. They are
subject to the same
constraints with regard to
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Fig. 2. Generic digital document and 3D document.
security or complexity as
eralized digital documents in distributed information spaces (see also [6]). 3D
es can be seen as digital documents because both have a common composition,

ch comprises a structure plus the actual content (see also [10]). In Figure 2 the
mbly of a generic digital document and a 3D document with path information is
n. 3D documents include structure information, which can be mapped onto an

rnal document model commonly known as the scene graph, and contain geometric
cts as content, which are represented as shape nodes in the scene graph. Today’s
ering systems, like OpenInventor [14] and Java3D, use this scene graph concept

nable interactive visualization.



The scene graph concept corresponds to an object-oriented document model, as
described for example by the W3C DOM (Document Object Model) [2].  This model
defines a document and its components in an object-oriented way: objects are
distinguishable, they are arranged following a certain hierarchy (scene graph
structure), object data and state are encapsulated and only accessible via a well-
defined interface. Using the OpenInventor scene graph model, interactive
visualization of 3D scenes is performed by applying actions, such as render or pick, to
the scene graph and thereby changing the state of the objects. Applying a render
action generates image data showing the results of a lighting simulation. Other
methods of the object interface are used to construct a 3D scene by generating new
objects, copying object data or removing objects from the scene graph. Object
manipulation can be done using methods which change the internal state of the object,
for example by calling the method setValue(float r) of the radius field of a sphere.
Meta-data like node names or information concerning security issues, typically access
rights or copyright data, can be integrated into a 3D document by filling the data
fields of attribute nodes.

2.1   Combining Remote and Local 3D Visualization

Visualization of distributed 3D documents can be done by copying the data to the
client’s computer and using a local rendering pipeline or alternatively by rendering
the data on a server machine and distributing the rendered image data. Local 3D
visualization, where the entire visualization pipeline is performed on the same
machine, takes advantage of available hardware acceleration for geometry processing
and display. On the other hand in open information spaces there are important reasons
not to distribute all geometry information without control, because security,
bandwidth and performance requirements must be taken into account. Examples using
local 3D visualization with data replication are presented in [1], [5] and [8]. Many of
these systems are used to support cooperation with distributed 3D visualization.
Alternatively, remote 3D visualization as a service can be used to let users
interactively visualize 3D scenes. On the client side of a network connection a
visualization application reads the images transmitted from the server and displays
them using an interactive image viewer. A user interacts with a 3D scene by sending
back the performed actions over a reliable connection to the server where they are
applied. The advantages of such a system are that it can deal with complexity and
security requirements because the original data can remain on the server. But using
remote visualization also brings some disadvantages: image generation on the server
side and the transmission of images with high resolution cause a delay in the
interaction loop which can disturb the interactive impression. The approach of remote
3D visualization and control of distributed 3D worlds over image streams is discussed
in [7], [3] and [9]. This work indicates that interactive frame rates for remote
visualization are hard to reach with today’s systems.

A solution that combines the advantages of both approaches and minimizes the
disadvantages would combine remote and local 3D visualization and synchronize
both processes in a uniting software architecture. There are still relatively few
references that discuss a combination of remote and local 3D visualization One



example [4] introduces a concept and system for distributed 3D visualization of
volume data for medical applications. A solution that minimizes delay in remotely
controlled 3D environments by selective pixel transmission and mapping onto a basis
of local geometry is presented in [11].

2.2   Object Representations with Varying Level-of-Information

Geometry-based content is commonly described either as an exact representation
through parametric curves and surfaces or as polygonal 3D meshes such as triangle
meshes. But working with distributed and complex 3D scenes does not imply that a
user needs or wants the full geometric information of 3D objects from the beginning.
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(PDA mobile). In case (A) representing a client with high bandwidth and very good
CPU-Power all object representations can be used to build a client scene. For
instance, such a client can use remote rendering in connection with high resolution
images for navigation in a document collection and can be allowed the necessary
permission to obtain the original data and then download all objects as full resolution
geometry. A client who is represented by case (D) cannot download large amounts of
geometry data over a small bandwidth connection and would not be able to process
the geometry data locally. For such a client working on a 3D document, object
representations like low resolution images and bounding boxes would be a good
choice. In case (B) and (C) other representations such as meshes with varying
resolution are suitable to fit the described conditions.

3 A Distributed Software Architecture for Adaptive 3D
Visualization

The Scalable Scenes concept combines remote and local 3D visualization to
maximize the advantages and minimize the disadvantages of the two approaches.
Integrating both approaches into a common concept allows the realization of a system
that enables interactive frame rates on the client side for local objects and security and
complexity management for remote objects. Synchronization of the visualization
pipeline on the server side with the client’s visualization pipeline allows the user to
navigate in remote 3D documents and to interact with objects of the same document
located as copies on his computer. The concept distinguishes a remote navigation
space on the server side and a local interaction space on the client side. A level-of-
information slider provided by the client application controls which object
representations can be transmitted to a client on a selection event. The positions of the
LoI-slider range
between 2D image
objects and 3D
original objects.
Certain positions can
be locked to prevent
a user from trans-
mitting protected
objects. Locking is
indicated by a
hatched area of the
slider of client 1 in
Figure 5 which
shows the concept of
Scalable Scenes in
an overview. Three
states of an object
are distinguished.
An inactive server-side object 
Fig. 5. The combined concept of Scalable Scenes.
is only present in the navigation space and can



therefore be visualized remotely. An object which is selected by a user is in the state
of an active object. An active object is present in the navigation space and represented
on the client side by a suitable object representation which is connected to the server-
side object via an interface object. The interface object provides a method of interface
to the user which is accessible over the local object representation. Finally, an object
can be in the state of an inactive client-side object indicating that this object was
transmitted as original from server to client.

The SCA3D architecture
is built to support multi-
client collaboration. Every
client with a connection to
the SCA3D server is
provided with a uniquely
registered ID, so that its
remotely callable methods
are individually addressed.
The collaboration model of
SCA3D uses unique client
IDs to maintain individual
object references for every
client. A multi-client image server is used to distribute image streams over socket
connections to any number of clients. The software architecture comprises four layers
(see Figure 6): a WWW layer, a visualization layer using the OpenInventor API, a
document control layer using a CORBA implementation, and finally, an image layer
used for image coding, transmission and decoding. The document control layer and
the image layer are discussed in more detail in the following  sections.

3.1   A Document-Request-Broker Approach

Access to document objects in the distributed system is managed using a technique
which is similar to an object-oriented middleware concept based on remote-
procedure-calls (RPC) [13]. Generally, the standard architecture CORBA is used to
develop distributed
applications where
remote objects are
accessed via local proxy
objects. On the server,
method implementations
provided by so called
skeleton objects are used
to apply the RPC. A
similar approach, which
we term document-
request-broker (DRB), is
integrated into the Scalable Sce
interface objects on the server side
Fig. 7. Access to documents using proxy objects.
Fig. 6. Layer model of the SCA3D architecture.
nes concept. The document-request-broker uses
 and local object representations on the client side



to support visual access to remote 3D documents. The object-oriented document
model of a scene graph supports this approach very well.

The DRB-concept is shown in Figure 7. The document itself is equivalent to the
group G0 of the document-request-broker. It is represented on the client side by the
object representation OR0, which is the remotely rendered image of the 3D scene. The
original document and the client’s object representation are connected by an interface
object IO0. The client can now apply actions on the document by invoking methods
provided by the object representation, such as pickObject or getCopyrightInformation.
These remote-document-calls (RDC) are applied by the document-request-broker to
the original document using the interface object’s methods. In the next steps, further
objects can be activated and interface objects together with object representations for
subgroups of the document are generated and connected. All object representations
mentioned above can be used to work with server-side document objects and
therefore the information quantity can be scaled dynamically. For these purposes
transformations between graphical representations of objects are performed on server
side, e.g. by surface sampling of parametric surfaces and tessellation using an
additional complexity node in the scene graph or by bounding box calculation. The
position of the client-side level-of-information slider is used to control these
transformation processes.

3.2 Organization of the Image Streaming Layer

Images are distributed in the software architecture to support object representations
which use remotely rendered images. The basic configuration of the client scene
requires that an image representation of the whole 3D document is generated on the
server side with a certain server frame rate (SFR), transmitted to the client and
mapped onto the client’s projection plane with a certain texture mapping rate (TMR).
To adjust the rate of an image stream to a client’s condition, a mechanism for rate
control is implemented in the image layer. The rate control technique applied here is
also used in image streaming environments to prevent network congestion (see [12]).
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ffer is filled depends on the ratio of the fixed server frame rate and



the individual texture mapping rate of each client. An image servant thread on the
server side reads the image data from the ring buffer  and writes them to a connected
image client thread over a socket connection previously provided by an image multi
server. On the client side, the images are mapped onto the projection plane with the
adjusted texture mapping rate. The setup of the image layer with its Java classes is
shown in Figure 8.

To find the appropriate ratio of server frame rate and texture mapping rate for each
client, a performance measurement step must be performed. For this purpose the local
frame rate (LFR) and remote frame rate (RFR) are measured and their dependency is
evaluated. In Figure 8 the characteristic LFR-vs.-RFR diagram for both clients
connected to the server is shown on the right side. To produce the dependency curve,
the remote image frame rate was stepwise increased from a minimum value to a
maximum value by changing server frame rate and texture mapping rate accordingly.

4 Adaptive Behavior by Control of Frame Rates and Local
Geometry Load

The software architecture SCA3D implements an adaptive behavior with regard to
local and remote frame rates. When a client connects to a server, the optimal ratio
between local and remote frame rates will be adjusted in order to minimize delays for
local and remote actions using a performance evaluation process which is performed
at fixed intervals. The remote frame rate is influenced by three factors: the delay
caused by image generation, by data transmission over the network and by texture
mapping on the client side. The reciprocal value of the overall delay is used here to
approximate the RFR value (see Equation 1(left)). The local frame rate is estimated as
the reciprocal of the local delay of an action (see Equation 1(right)). It depends
mainly on the amount of geometry information to be rendered, on the adjusted texture
mapping rate and on the resolution of texture images.
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Fig. 9. Estimation of the optimal ratio: (a) LFR vs. RFR (left), (b) slope of LFR-vs.
RFR curve for varying geometry (right).
Figure 9 (a) shows the experimental results of a performance test for one client as
LFR-vs.-RFR curve with the optimal ratio Popt. This point is estimated by
luating the slope of the curve. The characteristic curve of a client application,
ich is busy with texture mapping and with local rendering, shows a point of
ximum slope indicating the optimal ratio of local and remote frame rates. This
nt is used to adjust the local texture mapping rate and the server-side push rate of
 image ring buffer. Diagram 9(b) shows the changing slopes resulting from
formance evaluation of the same client for a varying geometry load. The client’s
avior changes under varying conditions and performance evaluation must be
eated from time to time.
To minimize the overall delay, the optimal ratio of local and remote frame rates of
ry client has to be adjusted individually using the rate control mechanism
cribed above. The server frame rate, which is proportional to the maximum texture
pping rate demanded in the environment, and the texture mapping rate of a client
 used to control the push rate of the image buffer. The delay factor for filling the
ge buffer is estimated as the reciprocal of the ratio ω i = SFR/TMRi between the

ver frame rate and the individual texture mapping rate. By multiplying the server
me rate with the delay factor, image streams at optimal frame rate can be delivered
very client.
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vector from the origin to Popt. Evaluation of the vector length of both clients in LFR-
RFR space as L = LFR2 + RFR2 shows that the performance of client 1 is
approximately five times the performance of client 2.  Both clients were connected to
the server over a LAN (10 Mbit/s). Client 1 was a personal computer with a powerful
processor (L1=5.2) whereas client 2 was an older workstation with less CPU-power
(L2=1.1).

To show how this metric reflects the performance changes under varying
conditions, the geometry load was increased for client 1. The results are presented in
Figure 10. The remote frame rate remained nearly the same under the new conditions
whereas the local frame rate was decreased in indirectly proportion to the number of
triangles in the client scene. The performance value changed from L1=5.2 to L1=3.4
as a response to a change of the triangle number from 1000 triangles to 50000
triangles. The distance ∆L between the clients changed from ∆L=4.1 to ∆L=2.3. Also
the behavior of client 2 under changing bandwidth conditions between server and
client is shown in Figure 10. The bandwidth was decreased stepwise during the tests
from 100 Mbit/s to 0.5 Mbit/s and the optimal ratio of the frame rates was re-
evaluated after each step.

Using this performance metric, clients represented by the classification scheme
shown in Figure 4 can now work together on a 3D document because the system
adjusts the level-of-information on the client side. To achieve this goal performance,
classes are defined using threshold values (LFR0 and RFR0) for local and remote
frame rates as shown in Figure 10. Correlation of performance classes with the
geometry load caused by accessible object representations allows control of the level-
of-information on the client side.

5 Conclusions

The starting point of this paper was distributed work on 3D documents in open
information spaces.  The software architecture SCA3D presented here is a solution for
interactive visualization of distributed 3D documents with integrated techniques for
complexity and security management. The basic concept of the architecture combines
local with remote 3D rendering and uses hybrid 2D/3D client scenes. An object-
oriented document model together with a document-request-broker approach for
remote-document-calls is integrated into the concept to enable scaling of the
information quantity on the client side. The adaptive behavior of the architecture was
described by introducing a technique for rate control known from image streaming
systems and a performance metric which allows a comparison of clients working
together on a 3D document.

Generalization of the concept to support distributed work on documents which also
contain image, video, audio and text data will be explored in future stages. The
combination of standards like XML, W3C DOM (document object model) and
MPEG-7 together with a document-request-broker approach is seen as very promising
to support retrieval and visualization of generic documents in open information
spaces.
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