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Real-time realistic rendering of a computer generated scene is one of the core research areas

in computer graphics as it is required in several applications such as computer games, training

simulators, medical and architectural packages and many other fields.

The key factor of realism in the rendered images is the simulation of light transport based on

the given lighting conditions. More natural results are achieved using luminance values near to the

physical ones. However, the vast range of real luminances has a far greater range of values than

what can be displayed on standard monitors. As a final step to the rendering process, a tonemapping

operator needs to be applied in order to transform the values in the rendered image to displayable

ones.

Illumination of a scene is usually approximated with the rendering equation which solution is

a computational expensive process. Moreover, the computational cost increases even more with

the increase in the number of light sources and the number of vertices of the objects in the scene.

Furthermore, in order to achieve high frame rates, current illumination algorithms compromise

the quality with assumptions for several factors or assume static scenes so that they can exploit

precomputations.

In this thesis we propose a real-time illumination algorithm for dynamic scenes which provides

high quality results and has only moderate memory requirements. The proposed algorithm is

http://www.eg.org
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based on factorization of a new notion that we introduce: fullsphere irradiance, which allows the

pre-integration of contribution of all light sources within the same value for any possible receiver.

Recent illumination algorithms, including ours, usually use environment maps to represent the

incident lighting in the scene. Environment maps enable natural environment lighting conditions

to be used by using high dynamic range (HDR) values. Typically the HDR obtained result of the

illumination needs to be tonemapped into LDR values that can be displayed on standard monitors.

Traditionally tonemapped techniques give emphasis either to frame rate (global operators) or to

the quality (local operators) of the resulting image. In this thesis, we propose a new framework:

selective tonemapping which addresses both requirements. The key idea of this framework is to

apply the expensive computations of tonemapping only to the areas of images which are regarded

as important.

A full rendering system has been developed which integrates HDR illumination computation

and the selective tonemapping framework. Results show high quality images at real-time frame

rates.



REAL-TIME HIGH QUALITY

HDR ILLUMINATION AND TONEMAPPED RENDERING

Despina Michael

A Dissertation

Submitted in Partial Fulfillment of the

Requirements for the Degree of

Doctor of Philosophy

at the

University of Cyprus

Recommended for Acceptance

by the Department of Computer Science

July, 2010



c© Copyright by

Despina Michael

All Rights Reserved

2010



APPROVAL PAGE

Doctor of Philosophy Dissertation

REAL-TIME HIGH QUALITY

HDR ILLUMINATION AND TONEMAPPED RENDERING

Presented by

Despina Michael

Research Supervisor
Yiorgos Chrysanthou

Committee Member
Christos Schizas

Committee Member
Constantinos Pattichis

Committee Member
Pere Brunet

Committee Member
Didier Stricker

ii



University of Cyprus

July, 2010

iii



to my beloved brother Gabriel

iv



ACKNOWLEDGEMENTS

This thesis would not have been possible without the contribution of many people who I

would like to acknowledge. Special thanks to my advisor, Yiorgos Chrysanthou, for his continued

guidance all these years. His invaluable advice played an essential role in enabling me to complete

this thesis. I would also like to thank him for introducing me to the amazing world of Computer

Graphics.

Many thanks to the members of my PhD examination committee, Prof. Pere Brunet, Prof.

Didier Stricker, Prof. Christos Schizas and Prof. Constantinos Pattichis for their guidance through

their questions and comments on this thesis. My thanks to Alessandro Artusi and Benjamin Roch

for their collaboration in the Tonemap project; their useful ideas and contributions were indeed very

helpful. I would also like to thank all the members of Computer Graphics group at the Computer

Science Department for their valuable feedback on my work. My thanks go also to all people in the

Computer Science Department throughout my time at the University of Cyprus, who have made

make this important part of my life an unforgettable and amazing experience.

Special thanks to my beloved family: to my parents George and Maria, and to my brothers

Loizos, Aimilios and Gabriel for their love and support. Everyone was there, each in his own way,

whenever I needed him. Last but not least, my grateful thanks to my friends Aimilia, Andreas,

Costas, Georgios, Marios, Nearchos, Pyrros, Ritsa and Vicky who each in their unique way

lightened the busy and difficult times with enjoyable moments.

iii



CREDITS

Publications that lead to this thesis are given in this section. This thesis consists of two main

parts: illumination and tonemapping. Concerning the work that has been done for illumination, the

proposed fullsphere irradiance factorization algorithm [53] has been published at the Computer

Graphics Forum, one of the major journals in the field. Work that has been done in this thesis

for tonemapping is part of the work published at [4, 69]. Moreover, the selective tonemapping

framework is to be submitted for publication to the Visual Computer journal.

Areas where the proposed illumination and tonemapping algorithms can be used include work

of the author of the thesis in applications for museums, such as [54, 55, 62], and animation such as

crowd simulation [52].

iv



TABLE OF CONTENTS

Chapter 1: Introduction 1

1.1 Computer graphics and rendering . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4.1 Illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4.2 Tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Dissertation structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Chapter 2: Background knowledge 10

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 The rendering equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Related work on illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4.1 Global illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4.2 Local illumination using point light sources . . . . . . . . . . . . . . . . 17

2.4.3 Methods aiming real-time high quality results . . . . . . . . . . . . . . . 17

2.4.4 Acceleration techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5 Related work on tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Chapter 3: Real-time illumination 27

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Fullsphere irradiance vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

v



3.3 Illumination using FIVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.2 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.3 Run-time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Chapter 4: Real-time tonemapping 45

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Suitable tonemapping operator . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 GPU local tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.4 Selective tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.4.1 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.4.2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Chapter 5: Results 58

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.2 Illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2.1 Proposed algorithm results . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2.2 Comparison with other methods . . . . . . . . . . . . . . . . . . . . . . 66

5.3 Tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3.1 GPU local tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.3.2 Selective tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.4 Combining HDR illumination and tonemapping . . . . . . . . . . . . . . . . . . 87

Chapter 6: Conclusions and future work 94

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

vi



6.2 Illumination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.3 Tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.3.1 GPU local tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.3.2 Selective tonemapping . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.4 Combining HDR illumination and tonemapping . . . . . . . . . . . . . . . . . . 99

Bibliography 101

vii



LIST OF TABLES

1 Summarization of radiometric and photometric terms. . . . . . . . . . . . . . . . 13

2 Precomputation times and memory requirements for different objects at various

sampling rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3 Statistics for combinations of objects for constant samples (ϑ, ϕ, %) = (128,65,30) . 60

4 Comparison of the proposed illumination algorithm, FIV, with state of the art methods. 68

5 Frames per second achieved for only rendering the scene without applying tonemap-

ping (HDR Scene Rendering) and for rendering after applying GPU local tonemap-

ping (Scene Rendering + GPU TM). Statistics are given for varying sizes of frame

resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6 Dimensions of the HDR images used in the experiments. . . . . . . . . . . . . . 71

7 RMS and mean percent errors of the proposed GPU implementation, of the local

Ashikhmin operator. These values are computed considering the CPU implementa-

tion of the operator as the ground truth values. . . . . . . . . . . . . . . . . . . . 72

8 Frames per second achieved on a real-time setting on GeForce 6600, for varying

HDR frame size and varying threshold used at important areas identification step. . 74

9 Frames per second achieved on a real-time setting on GeForce 6600 for the global

GPU TMO, local GPU TMO and the selective tonemapping. The degree of acceler-

ation of selective tonemapping is reported in the last column. . . . . . . . . . . . 75

10 Frames per second achieved on a real-time setting on GeForce 8800 GTX for the

global GPU TMO, local GPU TMO and the selective tonemapping. The degree of

acceleration of selective tonemapping is reported in the last column. . . . . . . . 75

viii



11 Still HDR images used in the experiments. First column gives the image resolution

and the second column the dynamic range in logarithmic scale. Images are listed

in increasing number of total pixels. . . . . . . . . . . . . . . . . . . . . . . . . 76

12 Frames per second achieved for HDR images in Table 11, using GeForce 6600, for

the global GPU TMO, local GPU TMO and the selective tonemapping. The degree

of acceleration of selective tonemapping is reported in the last column. . . . . . . 76

13 Frames per second achieved for HDR images in Table 11, using GeForce 8800

GTX, for the global GPU TMO, local GPU TMO and the selective tonemapping.

The degree of acceleration of selective tonemapping is reported in the last column. 77

14 Percentages of perceptual differences using VDP metric. Results are given for the

output of selective tonemapping using sobel filter and for the output of selective

tonemapping using saliency map. In both cases the comparison is done with the

ground truth output of local operator. . . . . . . . . . . . . . . . . . . . . . . . 79

15 Percentages of perceptual similarities using SSIM index for the comparison of

output of selective tonemapping using sobel filter with the ground truth output of

local operator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

16 Gain function results of global operator (GTM) and selective tonemapping (STM). 87

17 Percentage errors using VDP metric, for the output illumination algorithm com-

paring with the ground truth solution. The errors are given for the comparison of

images before and after applying tonemapping. Results are given for a varying

number of sample points used for FIVs computations. . . . . . . . . . . . . . . . 89

ix



18 Percentage errors using VDP metric, for the output illumination algorithm com-

paring with the ground truth solution. The errors are given for the comparison

of images before and after applying tonemapping. Results are given for different

environment maps used to represent incident lighting in the virtual scene. . . . . . 91

x



LIST OF FIGURES

1 The rendering process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 The luminosity function defines the sensitivity of the human eye for different

wavelengths of light. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 The radiance reflected towards viewer direction ~ωo is an integration of the irradiance

arriving at point p over all incident directions ~ωi at the positive hemisphere of the

receiver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4 Real-time illumination with soft-shadows for fully dynamic receivers from all

frequency environments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 The irradiance Ip arriving at a point p that lies under the bunny (left), is equal to

the total irradiance Itot,p (middle) minus the irradiance intercepted by the bunny

Iocc,p (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6 The total diffuse irradiance Itot from the whole environment map, for each possible

normal direction ~Ni of the receiver (left) is precomputed and stored in a cube

texture (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

7 Sample positions of the occluders. . . . . . . . . . . . . . . . . . . . . . . . . . 36

8 The binary mask denoting the part of the environment map covered by the occluder

(left) is ANDed with the environment map (middle) to get the occluded part of the

environment map (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

xi



9 The part of the FIVs texture that stores the precomputed FIVs (left) for 8 different

distance samples for the bunny in an environment map with one green and one

red area light sources (right-top). The FIVs texture comprises of triplets of colors

(right-bottom), each representing the precomputed FIV at a specific sample position

of the occluder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

10 Depending on the relative position of the occluder with regard to the receiver, there

are 3 different cases for computing the occluded irradiance: case A is computed

using the FIV values, case C is totally ignored and case B is handled as special case. 40

11 At border cases only a part of the occluder intercepts irradiance from the receiver. . 41

12 The occlusion part of overlapping occluders is taken into account only once. . . . 43

13 In case of self-shadows, all the unoccluded part of the environment EnvUnocc,

always lies in the positive hemisphere of the receiving point. . . . . . . . . . . . 43

14 Scheme representing the behavior of selective tonemapping framework. . . . . . . 51

15 Output obtained using a saliency map for localizing the areas in an HDR image

with strong contrast and details. (left) Several artifacts are visible (red circles) in

the output image (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

16 Important areas localization varying the threshold level: threshold value 0.1 (left),

0.5 (middle) and 1.0 (right). White and black pixels indicate important and un-

important pixels respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

17 A close-up of important areas localization map (top) and the tonemapped output

results (bottom). Value that has been used for importantthresh is 0.1 for the left

images and 1.0 for the right images. . . . . . . . . . . . . . . . . . . . . . . . . 55

xii



18 The bunny at different sampling rates (ϑ, ϕ, %): Samples = (32,17,15) (NRMSE

= 0.023) (left), Samples = (64,33,30) (NRMSE = 0.008) (middle), Samples =

(256,129,30) (NRMSE = 0.007) (right). The small images show the shadow only

of the result of the proposed technique (left), the ground truth shadow (middle) and

the difference of the two (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 61

19 All-frequency environment maps can be used with our technique: 1 point light

source (NRMSE = 0.1) (left), 2 area light sources (NRMSE = 0.035) (middle),

Eucalyptus grove environment map (NRMSE = 0.022) (right). . . . . . . . . . . 61

20 Illumination from area lights of different color: 1 occluder (NRMSE = 0.019) (left),

2 occluders with overlapping shadows (NRMSE = 0.019) (right). . . . . . . . . . 61

21 Illumination of multiple occluders: Correction for multiple occluders is disabled

(NRMSE = 0.027) (left), enabled (NRMSE = 0.019) (right). . . . . . . . . . . . . 62

22 Illumination of multiple occluders in different parameters: 1 area light source

(NRMSE = 0.019) (left), Eucalyptus grove environment map (NRMSE = 0.015)

(middle), occluders in shorter distance (NRMSE = 0.013) (right). . . . . . . . . . 62

23 The queen lies at 1
5 in the negative half space of the receiver. Illumination of the

receiver having the correction for partial occluders disabled (NRMSE = 0.026)

(left) and enabled (NRMSE = 0.019) (right). Small images show the difference of

the corresponding result with the reference solution. . . . . . . . . . . . . . . . . 63

24 Self-shadows are also computed at run-time using precomputed FIVs. Only direct

illumination without considering self-occlusions (left), direct illumination and

self-shadows (middle), isolated self-shadow (right). . . . . . . . . . . . . . . . . 63

25 Illumination of a fully dynamic (deformable) receiver in two different times in left

and right images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

xiii



26 Complex scenes can be shaded in real-time. This scene with multiple objects and

more than 280K thousands vertices runs at 68 fps. . . . . . . . . . . . . . . . . . 64

27 An object (bunny) may act as both occluder and receiver. The bunny as a receiver

(left) has shadows cast on it, in contrast to the bunny (right) which act only as an

occluder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

28 Graphical representation of Table 5. . . . . . . . . . . . . . . . . . . . . . . . . 70

29 Images obtained with the GPU implementation of the Ashikhmin local tonemapping

operator (left) and with the original CPU implementation (right). . . . . . . . . . 73

30 Colour plate of the images used in the experiments for selective tonemapping

evaluation. From left to right and top to bottom: FogMap, Desk, Memorial, Nave,

Rosette, Belgium and 16RPP. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

31 Important areas identification step output (top) and final output of selective tonemap-

ping (bottom) for the highlighted area. Sobel operator and saliency map have been

used to identify the important areas in left and right images respectively. . . . . . 80

32 Tonemapped results of Desk image; close-up at the book area (top) and full res-

olution image (bottom). Results are given for selective tonemapping using sobel

filter (left), local tonemapping (middle), selective tonemapping using saliency

map (right). Artifacts in the transition areas between dark and bright regions, are

strongly visible in the output obtained when saliency map is used (red marked areas). 81

33 Quality comparison of the selective tonemapping (left) versus the ground truth

local TMO (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

34 Example of the use of the selective tonemapping framework. Strong contrast and

details regions identified by important areas identification step. A close-up of the

the output obtained with selective (top) and local (bottom) tonemapping. . . . . . 84

xiv



35 Selective tonemapping applied on a high contrast image. Important areas map with

superimposed VDP map (left) and tonemapped images obtained with selective

tonemapping (middle) and ground truth local tonemapping operator (right). . . . . 84

36 A close-up of the tonemapped Rosette image: global TMO (left), selective tonemap-

ping (middle) and ground truth GPU local TMO (right). . . . . . . . . . . . . . . 85

37 Depending on the level of importancethreshold used, the selective tonemapping

(top-right) may under-performs comparing to the ground truth local tonemapping

output. Important areas map with superimposed V DP map (red dots) is given on

the left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

38 Full resolution output of the image in Figure 37 using threshold value of 0.1

(left) and 0.05 (right), showing that the under-performance has been overcome by

reducing the importancethreshold level. . . . . . . . . . . . . . . . . . . . . . . 86

39 HDR output of illumination algorithm (left) and its tonemapped image (right)

for the scene used in experiments for testing how the tonemapping affects the

perceptual error for different number of sample points used. . . . . . . . . . . . 89

40 Visual perceptual differences (VDP maps) between the ground truth solution and

results obtained with our illumination algorithm. Results are given for differ-

ent number of samples. Comparisons are performed between the images before

applying tonemapping and between the images after applying tonemapping. . . . 90

41 HDR output of illumination algorithm (left) and its tonemapped image (right)

for the scene used in experiments for testing how the tonemapping affects the

perceptual error for different environment maps. Environment maps used are: 1

point light source (top), 2 area light sources (middle), Eucalyptus grove (bottom). . 92

xv



42 Visual perceptual differences between the ground truth solution and results obtained

with our illumination algorithm. Results are given for different environment maps.

Comparisons are performed between original HDR images at chosen exposure

before TM and between tonemapped images after TM. Corresponding VDP maps

that indicate the pixels that are perceptual different are given. Numerical values for

the differences are given on the Table 18. . . . . . . . . . . . . . . . . . . . . . 93

43 Sampling at concentric spheres (left) and adaptive sampling (right) based on the

outline of the occluder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

xvi



Chapter 1

Introduction

1.1 Computer graphics and rendering

Computer graphics is the visual science that uses data in 3D representation and creates images

on 2D displays. It has several applications in a variety of fields such as education, entertainment and

science. Computer graphics involves modeling, geometric representation, animation and rendering

and research is being carried out in these areas.

Rendering, which is the process of creating a 2D image from the 3D description of a virtual

scene, is one of the core research areas in Computer Graphics. The creation of the final 2D image

that is displayed on the screen is achieved through a number of steps called the graphics rendering

pipeline. The rendering pipeline consists of three functional stages: application, geometry and

rasterizer. In the last two stages several steps are performed, Figure 1. A description of each stage

is given below.

The first stage of the rendering pipeline is the application stage and is executed on the CPU.

The developer sets up the scene which is going to be rendered together with several parameters that

will be used in the next stages and will affect the result of the rendered images. This stage involves

1
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Figure 1: The rendering process.

many other processes, that can be implemented by the developer, which are not implemented in the

next stages of the rendering pipeline. Such processes include collision detection between moving

objects, interaction with the user, animation via transforms and many others.

The geometry stage receives the input data from the application stage and processes them

through a series of steps. First, the coordinates that describe the geometry are transformed from the

original model space to viewing space. Before any transformation each modeled object has its own

local coordinates in the model space, the model coordinates.

We can apply transformations on an object in order to change its original position, orientation

and scale, placing it in the world space based on a global coordinate system common for all objects

in the scene. The transformation from local to world coordinates is called model transform. A

second transformation, the view transform, occurs at this step, taking into account the position and

orientation of the virtual camera. The viewing coordinate system has its origin at the position of

the virtual camera and as y-axis the up-vector of the camera. World coordinates of models are

transformed to viewing coordinates accordingly. At the end of this step, vertices and normals of

scene geometry are located in eye or viewing space.
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The vertex shading step is responsible for the appearance of the rendered objects. It takes into

account light sources in the scene and their effect on objects’ materials. At each vertex it computes

information needed for shading. Outputs of the vertex shading stage, including color and texture

coordinates, are passed to the rasterizer stage for interpolation.

In the projection step the view volume of the virtual camera is projected onto a unit cube. There

are two types of projections; parallel and perspective. After the transformation, parallel lines remain

parallel in the parallel projection, while in the perspective projection they converge in the horizon

simulate the way we see in reality. Each type of projection suits different types of applications. For

example, in architectural applications parallel projection is generally used whereas in virtual worlds

perspective projection is preferable. The type of projection that is used at this stage is defined in

the application stage.

Geometry which lies outside the viewing volume should not be rendered in the final image, so it

should not be passed at the rasterizer stage; the clipping step is responsible for this task. Primitives

entirely inside the viewing volume pass into the next stage, while primitives that lie totally outside

the viewing volume are discarded. However, primitives which lie partially in the viewing volume

are special cases. In these cases clipping is carried out against the planes of the unit cube. In order

to keep only the part of the primitive that is within the viewing volume, vertices of the primitive

that lie outside the viewing volume are discarded and new ones are generated.

The last step of the geometry stage is the screen mapping. Only the geometry that lies within

the viewing volume is passed in this step. The x- and y-coordinate of each vertex that lies in the

unit cube of previous step are transformed to the screen coordinates while the z-coordinate is not

affected in any way. Window coordinates which are screen coordinates (x and y) and z-coordinates

are passed on to the next stage: the rasterizer stage.
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The rasterizer stage is the last functional stage of the graphics rendering pipeline and its purpose

is to compute and set colors for the pixels covered by the rendered geometry. The rasterizer stage

consists of four steps.

In the triangle setup step, vertices are collected and converted into triangles. Data for the

triangle’s surface that are needed for the scan conversion are computed. The scan conversion step

identifies which pixels belong to each triangle based on which triangle covers the pixel’s center.

Data for each pixel are computed by interpolation of the data of the three vertices forming the

triangle to which the pixel belongs. These data, which include the pixel’s color, normal, and texture

coordinates, will be used by the pixel shading step.

At the pixel shading step, the final color of each pixel is computed. Interpolated shading data

are passed as input to this step and used to compute the color of each pixel.

The color buffer is an array of colors that stores the color of each pixel. This step is responsible

for merging the color of the pixel computed in the pixel shading step with the color existing in

the corresponding pixel of the color buffer. In the simplest case, the existing color in the color

buffer is replaced by the computed pixel color wherever the current pixel is nearer to the user than

the pixel stored in the color buffer. This test is done using pixels’ z-values. However, in cases of

transparent objects or blending effects, the existing and computed pixel colors are combined in a

more complicated way. Final colors in the color buffer are displayed on the screen.

1.2 Motivation

Except for the application stage which needs the developer’ intervention, all the steps of the

rendering pipeline are executed and handled by the current graphics processor units (GPUs),

commonly known as the graphics cards. In the fixed-function pipeline of both commonly used

graphics APIs, OpenGL and Direct3D, the Blinn-Phong shading model [6] is used. Illumination is
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computed on a per-vertex basis and the color values per pixel are computed with interpolation using

Gouraud shading [26]. Due to the simplicity of this shading model, it runs fast and it is suitable for

real-time graphics applications. However, it does not produce realistic results.

Real-time realistic rendering is needed in several applications such as computer games, training

simulators, medical and architectural applications to name but a few. High frame rates give the user

the ability to interact with the application in real-time while the realism makes the rendered scene

look more natural.

Realism in the final rendered image is highly correlated with the faithful illumination of the

virtual scene. An illumination algorithm that achieves realistic results in real-time frame rates is

needed to be used in the rendering pipeline, in place of the simple Blinn-Phong model.

More natural results are achieved by using values for the intensity of the light near to the

physical ones. However, the vast range of real luminances have a far greater range of values than

can be displayed on standard monitors and in the range of values used in the fixed-function rendering

pipeline. In cases where a vast range of values are used, an operation should be applied to transform

the values in the rendered image to displayable ones. This operation is called tonemapping.

A trade-off exists between the degree of realism and the frame-rate. In order to increase the

realism, computations need to be performed reducing the frame-rate and vice-versa. Thus, current

techniques for real-time illumination and tonemapping compromise the quality in order to achieve

the required timing performances.

A full rendering pipeline is needed that integrates illumination and tonemapping and thus

gives high quality results in the real-time frame rate. Such a rendering pipeline would be used in

interactive applications which require a high degree of realism.
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1.3 Problem statement

Simulation of light transport in a computer generated scene is usually approximated with the

rendering equation [34]. The rendering equation evaluates for a point in the scene, the radiance

reflected towards the viewer, accounting for a number of factors, such as geometry of the scene,

visibility, reflectance properties of the objects’ materials and lighting conditions. Producing each

frame requires a solution of the rendering equation at least for each visible point in the rendered

image. More details for the rendering equation will be given in the next chapter.

Solving the rendering equation is a computationally expensive process. The cost increases

with the number of light sources in the scene and the the geometric complexity of the scene.

Traditionally, illumination methods could be placed into two broad categories: (a) those aiming

at photorealism, where the emphasis is more on the quality of the final image and less on the

computational cost, since they often run into minutes or hours, and (b) those aiming at real-time

where the realism is traded off for speed, as essential in many interactive applications. Recently,

we see a clear trend towards bringing the two competing aims together as recent techniques are

increasingly aimed towards real-time photorealistic images.

However, despite the recent advances available in processing power for computer graphics, a

real-time full solution to the rendering equation is still far off; thus it is usually approximated. In

order to reduce the computations needed, existing illumination algorithms make several simplifi-

cations such as approximations to the environment lighting conditions [2, 38, 67, 77], the scene

geometry [67], reflectance properties of materials etc. Consequently, this has a negative impact on

the quality of the rendered image.

Moreover, most of the real-time illumination methods reduce run-time computations generally

by using precomputations. Precomputations usually have huge memory requirements for storing
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the preprocessing values [77] and need up-to several hours of calculations. The requirements of

precomputations reduce the usefulness of the proposed algorithms. In addition, parameters that are

used at the preprocessing, such as for instance the geometry of the receivers, must stay static at

run-time [31] in order for precomputed values to be valid. This restricts the applications where

these illuminations algorithm can be used.

Many recent illumination algorithms use high dynamic range (HDR) environment maps to

represent light sources in the scene. This increases the realism in the scene in two ways: (a) light

from all directions contributes to the illumination of the scene, simulating better what happens

in reality, and (b) by using HDR values, the intensity of the incoming light from each direction

is stored with greater accuracy. However, at the same time this increases the computation cost

even more; (a) a huge number of light sources need to be considered, (b) operations with 16-bit or

32-bit floating point values per color channel used to store HDR intensities add an extra cost in

comparison with standard case where 8-bit values are used.

By using HDR values for light source intensity, an HDR image is produced as the output of the

illumination algorithm. HDR values cannot currently be displayed on standard monitors capable of

displaying only low dynamic range (LDR) values, i.e. colors with representation using maximum

8-bit per color channel.

An additional pass, to convert the HDR values of the image to LDR values adds an extra

computational overhead to the whole rendering process. This conversion is called tonemapping

and is performed using a tonemapping operator that is applied on each frame. There are two

categories of tonemapping operators, local and global. The former category uses more advanced

operations giving high quality results but with a lower frame rate and so is not suitable for real-time

application, while the latter uses more simplified operations able to run at real-time frame rates but

with a compromisation in the quality of the results.
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1.4 Approach

In this thesis, we aim for a unified rendering pipeline suitable for real-time realistic HDR

renderings. Realistic illumination and tonemapping are two of the most significant bottlenecks in

such a pipeline and work is needed to accelerate the two steps.

1.4.1 Illumination

An algorithm that illuminates the virtual scene at real-time frame rates with pleasing quality

results suits the requirements of the unified rendering pipeline aimed to be developed in this thesis.

In order to have more accurate results it should take into account all-frequency lighting conditions

and use the geometry of the scene as it is without any simplifications.

In this thesis we propose a method that addresses the above requirements. It is based on a

reformulation of the rendering equation that allows us to pre-integrate the contribution of all light

sources in the scene in such a way that the computed values are independent of the geometry of the

receiver. As a result, our algorithm’s run-time complexity is independent of the number of vertices

of the 3D objects and the number of light sources in the scene. This allows us to have high quality

renderings since the algorithm can handle all-frequency environment maps and high detailed 3D

models without performing any simplifications on them.

When all parameters of a dynamic scene are known, the precomputed values are used at run-

time in order to evaluate the radiance at each pixel. This is done very rapidly with few operations

thus making the algorithm suitable for real-time applications. The fact that only moderate memory

requirements are needed to store precomputed values makes the algorithm practical to use.

The proposed algorithm is based on certain assumptions. We do not investigate the case of

multiple bounces of light and we assume diffuse reflectance only in the scene.
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1.4.2 Tonemapping

A tonemapping algorithm is needed that produces in real-time realistic results comparable

to those achieved with high quality local operators. In this thesis we propose a new framework:

selective tonemapping, which accelerated tonemapping process.

Selective tonemapping applies the computational expensive component of the local operator

only to pixels that are perceptually important. In this way it gains the quality of the local operators

but at a reduced cost while allowing real-time frame rates on high resolution images.

1.5 Dissertation structure

The dissertation consists of six chapters. In the next chapter (Chapter 2) we review existing

techniques in areas of illumination and tonemapping and discuss their advantages and limitations.

The two subsequent chapters, Chapters 3 and 4, contain the core contribution of this thesis and

describe in detail the proposed algorithms in illumination and tonemapping, respectively. Extensive

results for the two methods are given in Chapter 5. These results include timing and quality

performances for testing of the proposed methods under several different parameters as well as

results obtained when combining illumination and tonemapping. The final chapter, Chapter 6,

presents a discussion of the proposed illumination algorithm and tonemapping framework together

with a summary of the strengths and weaknesses of the proposed algorithms. Finally, we discuss

future directions on these topics.



Chapter 2

Background knowledge

2.1 Introduction

This chapter aims to familiarize the reader with concepts related to this thesis. Definitions and

notions of terms related to illumination and tonemapping are given. Then related work in each

topic is described.

2.2 Definitions

Several terms are used through the literature of illumination and tonemapping algorithms. Very

often terms are used in an interchange way and are not used with their accurate meaning. In this

section we give the accurate definition of each term aiming their clarification. Measurement unit of

each term that describes a quantity, is given in the international system of units (SI).

Radiant energy is the energy of electromagnetic waves. Its measurement unit is Joule (J).

Radiant flux or radiant power is the radiant energy that passes per unit time. It is measured in

Watts (W ).

Radiant intensity is a measure of the intensity of electromagnetic waves. It is defined as radiant

power per unit solid angle. It is measured in Watts per steradian (Wsr ).

10



11

Radiance is the amount of light that emitted or reflected from a unit area of a particular surface

towards a specified direction that falls into a given solid angle. The measurement unit of the

radiance is Watts per steradian per square meter ( W
sr·m2 ).

Irradiance is the power per unit area of incident electromagnetic radiation at a surface. It is

measured in Watts per square meter ( W
m2 ).

Radiant emittance or radiant exitance is the power per unit area of emerging electromagnetic

radiation from the surface. Similar to the irradiance, is measured in Watts per square meter ( W
m2 ).

Radiosity is the emitted plus the reflected power leaving a unit area of a a surface towards all

directions. It is also measured in Watts per square meter ( W
m2 ).

Besides the radiometric terms already given, that describe the physical amount of the light

energy, there are corresponding terms for the perceived energy of light by the human eye, the

photometric terms. The human eye sees only light with a wavelength between the visible spectrum,

from about 400nm to 750nm and it has its highest sensitivity at 555nm. The sensitivity of the

human eye is given by the luminosity function, Figure 2. The photometric terms are described

below.

Figure 2: The luminosity function defines the sensitivity of the human eye for different wavelengths
of light.
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Luminous energy is the perceived energy of the light. It is measured in lumen second (lm · sec).

Luminous flux or luminous power is the measure of the perceived power of the light, that is the

perceived energy that passes per unit time. Its measurement unit is the lumen (lm).

Luminous intensity is a measure of the wavelength-weighted power emitted by a light source

in a particular direction per unit solid angle. Its measurement unit is candela (cd) that is equal to

lumen per steradian ( lmsr ).

Luminance measures the luminous intensity of light emitted or reflected in a given direction

from a unit area of surface. The measurement unit of luminance is candela per square meter ( cd
m2 ).

Illuminance is the total luminous power incident on a unit area of surface. It is measured in

lumens per square meter ( lm
m2 ) or in lux (lx).

Luminance emittance or luminance exitance is the luminous flux per unit area emitted from a

surface. It has the same measurement unit as illuminance, that is lumens per square meter ( lm
m2 ) or

in lux (lx).

Luminosity is the luminous flux per unit area emitted and reflected from a surface. It is also

measured in lumens per square meter ( lm
m2 ) or lux (lx).

Often in literature, there is a confusion in which notions have directivity, are normalized

values regarding area or time and which regard light incident to or exiting from a surface. Table 1

summarizes this information for these terms.

Local illumination or direct illumination is the illumination of a surface taking into account

only the light comes directly from the light sources.

Global illumination or indirect illumination is the illumination taking into account, besides the

direct lighting, the bounces of light onto other surfaces of the scene.

Bidirectional reflectance distribution function (BRDF) is a function fp(~ωi, ~ωo) that defines

how the light arriving at a point p from a specific direction ~ωi (irradiance) is reflected from that
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Table 1: Summarization of radiometric and photometric terms.

Term SI Unit Per unit time Per unit area Per unit solid angle Directivity

Radiant energy J no no no both
Luminous energy lm · sec

Radiant flux/power W = J
sec

yes no no both
Luminous flux/power lm

Radiant intensity W
sr

yes no yes both
Luminous intensity cd = lm

sr

Radiance W
sr·m2 yes yes yes exiting

Luminance cd
m2

Irradiance W
m2 yes yes no incident

Illuminance lx = lm
m2

Radiant emittance/exitance W
m2 yes yes no exiting

Luminous emittance/exitance lx = lm
m2

Radiosity (emittance + reflectance) W
m2 yes yes no exiting

Luminosity (emittance + reflectance) lx = lm
m2

point towards direction ~ωo (radiance). Note that since each direction ~ω is defined with spherical

coordinates (θ, φ), BRDF is a four dimensional function. BRDF of an object defines its material

properties.

Dynamic range is the ratio between the highest value of luminance that exists in a scene or in

an image and the lowest luminance value. It is usually expressed in orders of magnitudes.

High dynamic range (HDR) images are images that encode a vast range of luminances. Most

of them are able to represent tenths of orders of magnitudes of dynamic range. On the other hand

low dynamic range (LDR) images are able to represent only less than two orders of magnitudes of

dynamic range.

Tonemapping (TM) is the process of mapping high dynamic range of luminances to low dynamic

range. This is done using tonemapping operators (TMO) that can be separated to global TMOs and

local TMOs.

A global tonemapping operator uses the same mapping function for all the pixels in an image.

Global TMOs are usually inexpensive to be applied, however they are not able to handle well

images with high dynamic range.
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A local tonemapping operator uses a different mapping function for each pixel or a group of

pixels in an image. Local TMOs are able to preserve better the local contrast within an image,

however they are more computationally expensive than global TMOs.

2.3 The rendering equation

Illumination in a scene is usually approximated with the rendering equation, Equation 1.

Lout,p( ~ωo) = Lemit,p( ~ωo) +

∫
Ω+

~Np

Lin,p(~ωi)fp(~ωi, ~ωo) cos < ~Np, ~ωi > d~ωi (1)

Lout,p( ~ωo) is the outgoing radiance from point p towards the direction ~ωo. Since the rendering

equation is usually computed in order to shade the scene in the way that is seen by the observer, ~ωo

in that case is the direction from point p towards the viewer. Both outgoing direction ~ωo and ~ωi,

which is an incident direction to point p, are defined with respect to the surface normal ~Np.

Lemit,p( ~ωo) is the emitted radiance from point p towards the direction ~ωo. Light is emitted

from emitting surfaces such as light sources in the scene. For all the other surfaces Lemit,p is a zero

value.

The integration evaluates the reflected radiance from point p due to the irradiance arriving from

the environment, Figure 3. The integral is over all the directions in the positive hemisphere of the

receiver as it is defined by its normal direction ~Np. fp(~ωi, ~ωo) is the BRDF of the surface that point

p lies on. The cosine within the integral between the incident direction ~ωi and the normal direction

~Np exists in order to take into account Lambert’s law [47] that implies that.
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Figure 3: The radiance reflected towards viewer direction ~ωo is an integration of the irradiance
arriving at point p over all incident directions ~ωi at the positive hemisphere of the receiver.

2.4 Related work on illumination

Many illumination algorithms have been proposed over the last decades, giving this area one of

the largest bibliography in the computer graphics field [15, 21, 32, 35, 89]. A trade off between

frame rate and realism exists for illumination algorithms.

In one extreme we have those methods that aim realistic results providing global illumination of

the scene usually at offline frame rates. On the other extreme we have those techniques aiming for

high frame rates for rendering, without giving emphasis on the quality. These techniques provide

only direct lighting usually assuming only few point light sources in the scene. Between these two

categories, several methods exist aim towards pleasing quality results in real-time frame rates.

2.4.1 Global illumination

Ray-tracing and radiosity are the two most known traditional offline global illumination methods.

Both make assumptions for the BRDF of the objects of the scene.

Ray-tracing in its original form [99] is an image based algorithm that uses rays to evaluate

in a recursive way indirect illumination at each pixel. It assumes perfect specular reflection
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and transparent objects in the scene. The literature is rich with algorithms based on ray-tracing

technique, mainly focused on acceleration of it.

Hierarchical data structures are one of the classic tools used for rendering acceleration. Such

data structures include bounding volume hierarchies (BVH), octrees, binary space partitioning

(BSP). Effectiveness of those techniques closely depends on actual scene that will be used. Recently

we have seen renewed interest in this area especially in the context of ray-tracing. We have seen

work on kd-tree based ray tracers [23, 68], grids [65], and even for beam tracers [61]. However

building such acceleration structures requires seconds to minutes so they can not be used for

animated scenes. More recent works build or modify acceleration structures in every frame in order

to be able to use them for animated scenes [87] or deformable scenes [86]. In [104] in order to

handle dynamic scenes perform selective restructuring operations to reconstruct small portions of a

BVH instead of the entire BVH.

Few years after classic ray-tracing was proposed, a new algorithm called radiosity was devel-

oped at the Cornell University. It was aiming to reveal the main limitation of the ray-tracing that

was the inability to handle diffuse surfaces. Radiosity is a scene based algorithm, where the scene

is subdivided into surface elements, usually called patches. It is based on the exchange of radiance

between the patches until the equilibrium of light distribution in the scene is achieved. Similar to

the ray-tracing, the radiosity algorithm received a lot of attention and many research papers came

out that were based on the original algorithm.

Multipass methods aiming to take the advantages of both ray-tracing and radiosity have been

proposed [10, 75, 90]. Such methods usually have a first pass using radiosity method and then

a ray-tracing pass follows that pick up values computed at the first pass. Moreover, in order to

speed up the process monte carlo techniques, aiming to give a stochastic solution to the rendering

equation, have been used among both ray-tracing and radiosity [71, 72].
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A totally different approach for global illumination is ambient occlusion [106]. In this class of

methods instead of solving the full recursive illumination equation on the surfaces, surfaces are

shaded by approximation, where the global part is replaced by the visibility over the hemisphere.

Ambient occlusion, in its standard form, precomputes the visibility at each point in the scene and

shades the model by multiplying the visibility value by a constant factor. More recent methods

focus on handling inter-object ambient occlusion, increasing more the realism in the result such as

the work of [40, 105] for moving rigid objects. Another goal of the work at this area is to compute

ambient occlusion for deformable models [39, 70].

2.4.2 Local illumination using point light sources

The literature is rich with many different approaches for computations of soft-shadows [28].

Some of the most popular ones are extensions of the shadow volume [12] or shadow buffer ideas

[100] taking into account multiple samples on an area light source. An alternative is the fake

shadow methods [9, 103] aiming to produce plausible rather than accurate soft-shadows. In all of

these shadow methods, the source is assumed to be of a relatively small finite extent. It is rather

hard to apply these soft-shadows methods to illuminate a scene using a full environment map. To

account for environment maps, clusterization techniques are applied on light sources to make them

more manageable [29, 38].

2.4.3 Methods aiming real-time high quality results

In this section we describe methods aiming real-time high quality results, taking into account

lighting arriving from all over the directions, in contrast with methods mentioned in previous

section, increasing the quality but making the computations more expensive. To speed-up the
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process several acceleration techniques are used that are described below. A common assumption

in these cases is that lighting is far enough and it’s treated as directional lighting.

2.4.3.1 Reduced number of light sources

Assuming direct lighting only, the rendering equation becomes an integral over all light sources

in the environment. In order to have realistic results many light sources have to be taken into

account. Some times the number of light sources reaches thousands or even millions such as in case

where a high resolution environment map is used that represents a huge number of directional light

sources. Methods to compute representative light sources, have been recently proposed in order

to reduce the number of light sources used. Kolling et al [38] use Voronoi diagrams to compute

representative light sources, for a high dynamic range image, without any manual intervention.

[94] adaptively samples the environment based on an importance metric (e.g. brighter areas are

more important), by iteratively subdivide the sphere into quads. [7] not only takes into account

light source energy in order to sample the environment, but also the surface’s BRDF. At [29] they

compute representative light sources for high dynamic range video environment map and not only

for a static image representing an environment map.

Recently lightcuts a clustering method of light sources was proposed by [93]. Although

lightcuts do not achieve real-time frame rates are mentioned here, since they are scalable to large

numbers of light sources and give realistic results and they hold a lot of promise. At run-time it

is chosen based on error metrics which lights clusters will be used to compute illumination. This

technique was extended in order to handle effects such as motion, depth of field, temporal and

spatial anti-aliasing at [92]. Another clustering algorithm for environment lights proposed at [33],

where the clustering is based on similarities of light transfer vectors (i.e. radiance transfer function

of all vertices with respect to one specific light source). They can achieve interactive rates even
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with local changes to the environment map, by recompute radiance at vertices only from clusters

affected from environment changes.

In our algorithm soft-shadows are computed using the whole environment map with no clusteri-

zation and no assumptions on light sources number, size or intensity.

2.4.3.2 Simplification of BRDF

Some methods achieve lighting from the environment by simplify the BRDF of the receiving

objects. By keeping the distant lighting in an environment map, one can easily produce specular

reflections in real-time by simply using a texture mapping technique such as cube mapping and

map the environment on the scene. [1] and [84] create at a preprocessing step a diffuse map so they

are able to have diffuse reflections as well. However in these works they do not consider occlusions

to compute shadows, as we do.

2.4.3.3 Occlusion precomputation

Occlusion computation is typically the most time consuming part of any high quality illumi-

nation algorithm. It is thus not surprising that the idea of pre-sampling the occlusion of objects

for dynamic scenes, has been around for a while in various applications: radiosity [60], ambient

occlusion [40, 50], shadows [105] and inter-reflections [51]. Among these, the method of Zhou et

al. [105] is closer to ours, since it also allows the inclusion of all-frequency illumination. In their

method, for each sample view taken around an occluder, a complete occlusion field is stored in

contrast our method where the occlusion field is only used at preprocessing as an intermediate step

to compute a value that will be stored. Although their approach can also account for local lights,

it requires storing hundreds of MBytes of memory per object and has a computational intensive

run-time step. Our method reduces the memory requirement by two orders of magnitude and more
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than an order of magnitude speed up at run-time, at the expense of having a fixed environment map.

Ren et al. [67] can handle dynamic occluders. They achieve this by approximating the occluders

with spheres and precompute the occlusion. However because of this approximation they are able

to handle only low-frequency incident lighting and shading effects.

2.4.3.4 BRDF and environment radiance approximation

One approach that has been widely used is to approximate one or more terms of the rendering

equation (such as BRDF, environment radiance or a combination) by breaking them down to few

basis functions. At run-time the final result is computed by combining the basis functions using the

appropriate coefficients for each one. In this way the rendering equation can be solved with fewer

operations.

Sloan et al. [77] proposed representing radiance transfer functions (which are precomputed -

PRT) and incident lighting on spherical harmonics basis functions. At run-time the appropriate

coefficients are used to combine the basis functions representing the transferred radiance and make

the convolution with BRDF in order to compute the exiting radiance at each point.

Since with SH only few coefficients are used to represent light information, high-frequency

environments are difficult to be represented. In order to overcome this limitation other techniques

have been proposed that encode lighting information as wavelets [27, 41, 58], or as radial basis

functions [81], within a cube map [49]. In [95] they represent both the direct lighting and precom-

puted diffuse indirect transfer using a spectral mesh basis and they achieve multi-bounce indirect

lighting in real-time.

One of the problems of these techniques is that basis functions are precomputed for every vertex

in the scene, requiring expensive preprocessing and has high memory requirements. In contrast, our
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method does precomputations per different type of object in the scene and its memory requirements

is two orders of magnitude less than requirements of PRT methods.

Precomputed radiance transfer has been extended to dynamic radiance transfer. This has

been used in dynamic scenes [36] achieving only interactive frame rates for scenes with low

geometry complexity and in static scenes with dynamic local lighting conditions, simulated global

illumination effects [41, 43]. Proposed method at [31], also takes into account inter-reflections of

light between surfaces with diffuse and glossy BRDFs for moving rigid objects. It achieves this by

considering the objects as secondary light sources.

Illumination algorithm that is proposed in this thesis, uses environment maps and assumes

distant lighting with only directional light sources. However, it does not make any approximations

in the incoming radiance, neither for the number of the light sources, nor on their intensity as the

techniques described above. Although it assumes only diffuse objects in the scene, it considers

occlusions and is able to compute soft-shadows.

2.4.3.5 Rendering equation reformulation

The idea of decoupling the receiver’s normal from the incident radiance has been employed

before [22, 76]. Everitt [22] proposed a method in the days when per-pixel illumination was not

yet possible with graphics hardware. In this method, the three components of the normals (x, y,

z) of the pixels needed to be stored in one texture each, therefore the geometry of the receivers

needed to be known in advance, in contrast to our method where the receiver’s geometry can be

changed dynamically at run-time. Moreover the computation time was linear with the number of

light sources in the scene. Our proposed algorithm has a static frame rate for arbitrary number

of light sources. Sloan [76] used the idea of decoupling the normal of the receiver from incident

irradiance in combination with PRT in order to handle normal maps. However since the radiance
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transfer is precomputed, this technique can not handle fully dynamic receivers and works only for

rigid objects.

2.4.4 Acceleration techniques

Besides the techniques that we have already mentioned and which are often tightly coupled

with each proposed algorithm, there are some tools that any method can potentially use in order to

decrease even more the computation time. Such techniques are stopping criteria based on perceptual

methods, share computation on cluster of PCs, use of hardware acceleration by GPU programming

or reusing already computed values. These methods are described below.

2.4.4.1 Perceptual methods

Since rendering with correct illumination is a very expensive process, rendering algorithms

should not spent more recourses (time, memory etc) if the improvement on rendering can not be

perceived, that is the resulted image is not noticeably different from the image produced with a full

solution algorithm.

Work has been done on the development of perceptual metrics [78]. These metrics are used

either as stopping criteria for illumination algorithms [64, 91] or in order to choose which factors are

more important (affect noticeable things) in order to dedicate more recourses for those [18, 57, 79].

Recently [17] proposed a perceptual rendering framework that allows rendering algorithms to

make decisions for rendering parameters such as use of appropriate LoD.

2.4.4.2 Multiple processors

The exponential increase in the processing power that we have been witnessing over the last

decades was achieved mainly through the exponential increase in the number of processors in the
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CPU. Recently due to heat and power consumption issues we see shift towards the use of multiple

processing units. We have recently seen a number of CG papers that have adapted or developed

new techniques to operate on such systems. Multi processor systems can in principle benefit most

graphics applications. But in particular ray tracing researchers have taken advantage of them, either

as multi-core systems [85] or clusters of PC’s [88].

2.4.4.3 Graphics processors units

Due to recent advances in graphics hardware many proposed algorithms are either explicitly

or partly implemented with shaders on GPUs in order to speed up the computation and rendering

process. However due to some limitation of graphics hardware (such as maximum number of

instructions), implementation on GPU is not always straight forward from the implementation of

CPU. Besides that, programmers must consider the differences on architecture between GPU and

CPU in order to really take advantage of GPU usage (e.g. parallelization). Many shading languages

can be used to program the two and recently three programmable steps of modern GPUs’ pipeline,

by writing pixel, vertex and geometry shaders. Such shading languages are Cg, GLSL, HLSL or

even more high level such as CUDA.

2.4.4.4 Caching and coherence

Reusing already computed values is another way to decrease the overall computation time.

There are two ways to do that. One is to reuse values within the same frame (caching) and the other

is to reuse values from one frame to the other (coherence).

Irradiance caching is a technique for reducing the computation time of indirect illumination

in diffuse scenes [97]. It is based on the observation that incident illuminance varies smoothly

over a surface. Irradiance is computed at sample points and cached in a data structure. The cached
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values are interpolated to approximate irradiance at nearby surfaces, so expensive computations

for illumination computation are reduced. [24] demonstrates how to avoid the nearest-neighbors

queries and spatial data structures so the idea of irradiance caching can be efficiently implemented

on GPUs that can not handle efficiently complex data structures. Radiance caching, although is not

a real-time technique, [44] generalizes irradiance caching to glossy surfaces with low-frequency

BRDFs. It was later extended [45] to an adaptive algorithm for guiding spatial density of the cached

values in radiance and irradiance caching without decreasing in a noticeable way the performance.

Laine et. al. [46] use coherence techniques on standard instant radiosity [37] by reusing the

virtual point lights (VPLs) from previous frame that are still valid. In [74] instead of only sampling

VPLs from the light source they generate them also considering the camera’s position, achieving

interactive frame rates for instant radiosity methods.

Our technique does not use caching or coherence aiming higher accuracy in the computed

values. The run-time part of the illumination algorithm proposed in this thesis has been explicitly

developed on GPU using GLSL programming language. Our algorithm could also benefit from the

other two acceleration techniques described here. Perceptual methods could be used for finding the

minimum number of samples needed at the preprocessing. Perceptual experiments are demonstrated

in the Chapter 5. Due to independence of illumination computation between pixels, provided by our

algorithm, the algorithm could run on a cluster of PCs, distributed the processing power needed.

2.5 Related work on tonemapping

The concept of tonemapping (TM) was introduced by Tumblin and Rushmeier in [82], where

they proposed a tone reproduction operator that preserves the apparent brightness of scene features.

Subsequently many tonemapping operators (TMOs) have been proposed. Most TM methods
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concern accurate operators that attempt to reproduce individual visual effects at non-interactive

rates.

The interactive solutions to the TM problem can be classified in two main categories: direct

GPU implementation of the original TMO, and definition of a general acceleration platform. The

first one refers to the implementation of the original CPU implementation of the TMOs directly on

the GPU. This often requires a significant modification of the original CPU implementation. As a

result of this we have reduced quality when compared with the output obtained with the original

TMO. In addition the time performances are rapidly decreasing as the resolution of the input frame

increases [25]. The second category, aims to develop a framework that can be applied to the current

state of art TMOs in order to achieve interactive rates. [3] proposed an efficient subdivision of the

workload between CPU and GPU. The main advantage of this idea is that no modifications are

required to the original TMOs, that are still implemented on the CPU.

Several authors, including Durand and Dorsey [19, 20] and Ward et al. [98], have proposed

some acceleration methods in order to improve the computational performance of their TMOs.

Global TMOs which achieve interactive rates, tightly coupled with current graphics hardware, have

been proposed by Cohen et al. [11] and Scheel et al. [73]. Goodnight et al. [25] discussed the

troublesome aspects of the GPU programming and presented a hardware implementation of the

Reinhard operator [66].

The local TMOs are concerned with achieving some form of perceptual accuracy of individual

visual effects. This requires significant computational effort and none of these TMOs currently

can operate at high frame rates for very large images. Some other authors including [25, 42],

implemented local TMOs tightly coupled with current graphics hardware achieving interactive

rates only for low frame resolutions.
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Cadik [8] presented an approach that validated the main idea of applying different TMOs on

different areas of the HDR input image called hybrid approach. This technique must carefully select

the local and global TMOs in order to reproduce high quality output images. Due to its behavior it

requires a blending technique to smooth the boundaries between different regions (enhancement

map). This work concentrated on producing pleasant output images without addressing any

real-time issues.



Chapter 3

Real-time illumination

3.1 Introduction

A correct account for illumination and shadows produced by complex environmental light-

ing can greatly improve the visual realism of real-time applications such as training simulators,

computer games, CAD programs etc. The process is computational intensive since it requires

a weighted integral over all light sources in the scene, taking into account expensive occlusion

calculations. The cost increases with the number of light sources in the scene and thus typically the

quality is compromised by not considering all-frequency environments [38, 67, 77].

Real-time illumination methods, in order to reduce the computations needed at run-time, make

use of precomputations that usually have heavy memory requirements for storing the precomputed

values. In addition, the use of precomputations adds the limitation that static parameters must be

used such as static or rigid receivers [31].

In this thesis we introduce a technique that can be used for real-time illumination with shadows

from all frequency environment maps, for fully dynamic receivers, and with only moderate needs

in memory space, Figure 4.

27
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Figure 4: Real-time illumination with soft-shadows for fully dynamic receivers from all frequency
environments.

The method is based on a reformulation of the irradiance computation that allows us to factor

out the direction of the receiver’s normal, for diffuse surfaces, [102, 101, 48]. We introduce a new

notion, the fullsphere irradiance that is a modification of the irradiance in that it takes in account

energy arriving at a point from all the light sources in the scene and not only from those that lie in

the positive hemisphere of the receiver. Using a factorization, we are able to encode the fullsphere

irradiance within a 3D vector, called fullsphere irradiance vector (FIV), whose values are valid for

any direction of the receiver.

We applied our technique for computing in real-time inter- and intra-object soft-shadows by

encoding also the occluded irradiance using FIVs. A FIV can be precomputed for the part of the

environment hidden by each occluder, placing the occluder each time at a position of a dense set

of sample points. Then, at run-time, given a point on a scene surface, we can use the FIV values

to quickly compute the unoccluded irradiance using merely a dot product per occluder, per color

channel, of the receiver’s normal.

The contribution of this thesis, in research for illumination algorithms, is two-fold: (i) it

introduces the notion of the fullsphere irradiance and fullsphere irradiance vector, which allow a

pre-integration of light sources contribution, independently to the receiver’s normal, (ii) it proposes

a simple and scalable method that employs this novel idea and computes both soft and hard shadows

in complex scenes from all-frequency lighting conditions (environment maps). Our results, show a
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GPU implementation of the latter yielding high frame rates even for scenes with dozens of dynamic

occluders and receivers.

3.2 Fullsphere irradiance vector

The reflected radiance Lout,p in direction ~ωo at a point p, of a non-emitting surface, with surface

normal ~Np and BRDF fp(~ωi, ~ωo) is given by the following equation:

Lout,p( ~ωo)=

∫
Ω+

~Np

Lin,p(~ωi)fp(~ωi, ~ωo) cos <~Np, ~ωi> d~ωi (2)

where Lin,p(~ωi) is the radiance coming from direction ~ωi and Ω+
~Np

is the positive hemisphere

of the point p.

Assuming diffuse reflectance only, the BRDF is constant and the term f(~ωi, ~ωo) can be substi-

tuted by a reflectance factor %dif which can be factored out from the integral and thus the radiance

equation for diffuse surfaces becomes:

Lout,p( ~ωo) = %dif

∫
Ω+

~Np

Lin,p(~ωi) cos <~Np, ~ωi> d~ωi (3)

Lout,p( ~ωo) = %difIp( ~Np)

where Ip( ~Np) is the irradiance arrived at the point p from all directions in the positive hemi-

sphere of p, i.e.

Ip( ~Np) =

∫
Ω+

~Np

Lin,p(~ωi) cos <~Np, ~ωi> d~ωi (4)

We introduce here a new term, fullsphere irradiance, FI, that differs from the irradiance equation

in that the integral is over all directions of the sphere,

FIp( ~Np) =

∫
Ω ~Np

Lin,p(~ωi) cos <~Np, ~ωi> d~ωi (5)
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where Ω ~Np
denotes all directions over the whole sphere.

Conceptually, the fullsphere irradiance differs from the irradiance, in that ”we let” lighting

behind the surface of the point p to affect the value of FIp( ~Np). Note that cos < ~Np, ~ωi > may

have negative values.

Assuming distant lighting, light sources become directional and thus the computation of the

irradiance becomes independent of the position’s coordinates of the receiving point p. This is

the case when the illumination is computed from an environment map [16]. We will refer to this

environment map, as the lighting environment, Env. For M discrete directional light sources in

the scene, from which the M+ lie in the positive hemisphere of the receiver the equations of the

irradiance and fullsphere irradiance become as below:

Ip( ~Np) =
∑

~ωi∈M+

(Lin(~ωi) cos < ~Np, ~ωi >) (6)

FIp( ~Np) =
∑
~ωi∈M

(Lin(~ωi) cos < ~Np, ~ωi >) (7)

Note that in cases when all light sources in the scene, are in the positive hemisphere of the

receiver then the values of the irradiance and the fullsphere irradiance are equal:

Ip( ~Np) = FIp( ~Np) when M = M+ (8)

In the irradiance equation, Equation 6, the normal ~Np of the receiving point p is within the

summation. This means that the irradiance can be accumulated only once the normal ~Np is known.

For dynamic receivers this implies that this costly computation will necessarily have to be computed

online. The irradiance equation can be rearranged to factor out the normal from the summation.

By replacing the cosine of the unit vectors ~Np and ~ωi with the dot product of the two vectors the

summation can be broken into three components.
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Ip( ~Np)=
∑

~ωi∈M+

(Lin(~ωi) cos < ~Np, ~ωi >)

=
∑

~ωi∈M+

(Lin(~ωi)(ωixNx +ωiyNy + ωizNz))

= Nx

∑
~ωi∈M+

(Lin(~ωi)ωix)+Ny

∑
~ωi∈M+

(Lin(~ωi)ωiy)+Nz

∑
~ωi∈M+

(Lin(~ωi)ωiz)

= (Nx, Ny, Nz)(
∑

~ωi∈M+

(Lin(~ωi)ωix),
∑

~ωi∈M+

(Lin(~ωi)ωiy),
∑

~ωi∈M+

(Lin(~ωi)ωiz))

Ip( ~Np)= ~Np ∗ IV (EnvM+) (9)

where IV (EnvM+) is the irradiance vector of an environment map or a scene Env with M+

light sources lying in the positive hemisphere of p, similar to the vector irradiance used for radiosity

computation in [48, 101, 102]. The irradiance vector is a 3D vector per color channel. Having

computed the IV (EnvM+) the irradiance can be calculated using only a dot product between the

normal of the receiver ~Np and the IV (EnvM+), see Equation 9. However we still have the issue

of determining the M+ light sources which still depend on the orientation of the receiving surface.

To eliminate this constrain of the dependency on the normal of the receiver, we introduce here

the term of fullsphere irradiance vector. The fullsphere irradiance vector is similar to the irradiance

vector in the same way that the fullsphere irradiance is similar to the irradiance. That is, in the

fullsphere irradiance vector we consider to the calculation all the light sources, even those that are

in the negative hemisphere of the receiver.

FIV (EnvM ) = (
∑
~ωi∈M

(Lin(~ωi)ωix),
∑
~ωi∈M

(Lin(~ωi)ωiy),
∑
~ωi∈M

(Lin(~ωi)ωiz)) (10)

Note that in the same way we prove the Equation 9, we can prove that:

FIp( ~Np)= ~Np ∗ FIV (EnvM ) (11)
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Since FIV does not have any dependency on the normal of the receiver, FIV for any Env, can

be precomputed once and be valid for any dynamic receiver.

3.3 Illumination using FIVs

3.3.1 Overview

Irradiance Ip( ~Np) at any given point p in the scene can be computed as the total irradiance

from the whole environment assuming no occluders in the scene Itot( ~Np) minus the irradiance

intercepted by the occluders Iocc,p( ~Np) [13], see Figure 5.

Ip( ~Np)= Itot,p( ~Np)− Iocc,p( ~Np) (12)

This can be proved as shown below:

M+ : The set of all light sources in the scene

in the positive hemisphere of the receiver

M+
occ : The set of occluded light sources

in the positive hemisphere of the receiver

M+
un : The set of unoccluded light sources

in the positive hemisphere of the receiver

M+ = M+
occ ∪M+

un, M+
occ ∩M+

un = ∅

Itot,p =
∑

~ωi∈M+

(Lin(~ωi) cos < ~Np, ~ωi >)

Iocc,p =
∑

~ωi∈M+
occ

(Lin(~ωi) cos < ~Np, ~ωi >)
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Proof:

Ip( ~Np) =
∑

~ωi∈{M+
un}

(Lin(~ωi) cos < ~Np, ~ωi >)

=
∑

~ωi∈{M+−M+
occ}

(Lin(~ωi) cos < ~Np, ~ωi >)

=
∑

~ωi∈M+

(Lin(~ωi) cos < ~Np, ~ωi >)−
∑

~ωi∈M+
occ

(Lin(~ωi) cos < ~Np, ~ωi >)

Ip( ~Np) = Itot,p( ~Np)− Iocc,p( ~Np)

In a similar way we can prove that:

FIp( ~Np) = FItot,p( ~Np)− FIocc,p( ~Np) (13)

Note that FIV (EnvM ) which can be used to calculate FItot,p( ~Np) is independent of the

normal of the receiver since for any Np we sum up all M light sources of the environment map.

This is not the case for Itot,p( ~Np) since in IV (EnvM+), the determination of the M+ light sources

require prior knowledge of ~Np.

Our algorithm uses the Equations 12 and 13 proved above, to compute at run-time the irradiance

arrived at a point p of a dynamic receiver, for shadows and self-shadows respectively. The distinction

between the way we compute shadows and self-shadows lies in the fact that in case of shadows

we may have light sources in the negative hemisphere of the receiver that are not occluded by

any object, while in case of self-shadows light sources in the negative hemisphere are definitely

self-occluded. The proposed algorithm has two stages; the preprocessing and the run-time stage.

At the preprocessing we precompute values that are independent of the dynamic parameters of the

scene, such as occluders positions and receivers’ geometry.
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Figure 5: The irradiance Ip arriving at a point p that lies under the bunny (left), is equal to the total
irradiance Itot,p (middle) minus the irradiance intercepted by the bunny Iocc,p (right).

Precomputed data include: irradiance arriving for each possible normal direction assuming

no occlusion, Itot,p( ~Np), fullsphere irradiance vector for the whole environment, FIV (EnvM )

and FIV s for occluded parts of the environment placing each occluder in a number of sample

positions.

The precomputed data are used at run-time to compute irradiance Ip( ~Np), arriving at each

point p of the geometry seen from each pixel. To evaluate irradiance Ip( ~Np), taking into account

occlusions by other objects, precomputed values of Itot,p( ~Np) and FIV s are used. In case of

self-shadows the FIV s are used among the FIV (EnvM ) of the whole environment. In both

cases, computation of shadows and self-shadows, the equality between fullsphere irradiance and

irradiance, is used whenever is valid, see Equation 8, to transform from the notion of fullsphere

irradiance for which we have precomputed information, to the notion of irradiance that is what we

want to evaluate.

In the next sections we describe in detail the preprocess and run-time stages.

3.3.2 Preprocessing

At preprocessing we have to compute two categories of data that are needed at run-time:
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Figure 6: The total diffuse irradiance Itot from the whole environment map, for each possible
normal direction ~Ni of the receiver (left) is precomputed and stored in a cube texture (right).

• Total diffuse irradiance for each sample normal direction, assuming no occlusion.

• A fullsphere irradiance vector, FIV for a number of environment maps (the lighting and

occluded environment maps).

In both cases we treat the environment map as a distant scene [16]. The distant scene is

considered far enough from the objects so its incoming light is seen as directional and the irradiance

arriving at any point of the local scene is independent of its absolute position. The irradiance at a

point is affected though by the relative position of the other objects in the scene (local scene), due

to shadows. In other words, each point p is illuminated as the whole scene is translated to place

point p, in the origin of the coordinate axes.

For the precomputation of the total diffuse irradiance we create the diffuse environment irra-

diance map, (DifMap) [56]. It is stored in an HDR cube texture, Figure 6. Each texel of the

DifMap, stores the total irradiance Itot,p( ~Np) arriving at the surface with normal ~Np from the

lighting environment Env, assuming no occluders in the scene (computed using Equation 6). The

DifMap is indexed by the direction of the surface normal ~Np.

The second category of the data precomputed, fullsphere irradiance vectors, are computed using

Equation 10, for a number of environment maps. The FIV (Env) of the lighting environment
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Figure 7: Sample positions of the occluders.

map Env is computed and stored in a structure of a 3D color vector. This will be used to evaluate

FItot,p, that is the fullsphere irradiance arriving at a point p from all over the environment Env.

Moreover we compute theFIV of each occluded environment map,EnvOcc. EnvOcc(ϑi,ϕj ,%k)

is the environment map representing the part of the lighting environment map, Env, occluded by

an occluder placed at the position (ϑi, ϕj , %k) in spherical coordinates, see Figure 8, right. An

EnvOcc is computed at a number of sample positions for each occluder. The sample positions

form a dense set (ϑ, ϕ) around the center of the scene and they are taken in concentric spheres of

increasing distance %, Figure 7, similar to [105]. The first sphere, that is used to take samples on

it, tangents the inner outline of the occluder. Then the distances of the spheres increases logarith-

mically and thus we have more samples near the occluder and less samples away from it where

shadows are imperceptible.

To create an occluded environment map, EnvOcc(ϑi,ϕj ,%k), we place the occluder at the sample

position (ϑi, ϕj , %k) and compute the binary cube mask that defines the occluded part of the

environment (Figure 8, left), similar to object occlusion field in [105]. Using an ‘AND’ boolean

operation, pixel to pixel between environment map (Figure 8, middle) and the binary mask we get
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Figure 8: The binary mask denoting the part of the environment map covered by the occluder (left)
is ANDed with the environment map (middle) to get the occluded part of the environment map
(right).

Figure 9: The part of the FIVs texture that stores the precomputed FIVs (left) for 8 different
distance samples for the bunny in an environment map with one green and one red area light sources
(right-top). The FIVs texture comprises of triplets of colors (right-bottom), each representing the
precomputed FIV at a specific sample position of the occluder.

the part of the environment map that is occluded by the occluder in the specific sample position

(Figure 8, right).

The FIV is computed for each one of the occluded environment maps created. All

FIV s(EnvOcc) precomputed, are encoded within a floating point 2D texture, that we call FIVs

texture, Figure 9, left. The FIVs texture comprises of triplets of colors, each representing the three

components of a precomputed FIV at a specific sample position of the occluder. The information in

the texture is arranged in such a way that the texture is near to a square shape. Square textures have



38

the advantage of a faster look up [80]. In the horizontal axis, we have FIVs values for the different

occluder types and different samples at ϑ direction. In the vertical axis of the FIVs texture we have

FIVs for different samples at % and ϕ direction.

3.3.3 Run-time

In order to illuminate our scene at run-time, we need to compute the radiance exiting each pixel,

Lout,p. Since we assume only diffuse objects in the scene, the radiance at any pixel p is equal to the

irradiance Ip( ~Np) multiplied by the diffuse coefficient of the material of the receiver, Equation 3.

The run-time computation of Ip( ~Np) is done using the precomputed values of FIV s, taking into

account shadows and self-shadows as described in the next subsection.

All run-time computations have been implemented on GPU to speed up the computation time.

Moreover, the implementation in a fragment shader, allow us to have per pixel illumination.

3.3.3.1 Shadows

To compute the irradiance arriving at each pixel Ip( ~Np) we sum up the irradiance occluded

Iocc,p by all occluders and deduct it from the total irradiance, Itot( ~Np), Equation 12.

Total irradiance

To get the Itot( ~Np), within the pixel shader, we use the normal (in world coordinates) of the

geometry visible through the pixel, to look up in the cube texture of the diffuse environment

irradiance map DifMap.
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Occluded irradiance

To get the total occluded irradiance Iocc,p we sum up the occluded irradiance from each object

in the scene. Since we assume a distant lighting environment, we only need to consider the relative

position of each occluder to the receiver. There are three cases; the occluder may lie fully in the

positive hemisphere of the receiver (Figure 10 case A), partially in the positive hemisphere (Figure

10 case B) or fully in the negative hemisphere of the receiver (Figure 10 case C). Cases C, do not

occlude any irradiance so are completely ignored in the computations. Cases B are special cases;

we describe how we handle these cases in the subsection Partial occluders.

For the occluders that lie fully in the positive hemisphere of the receiver (case A), we can

compute the occluded irradiance using FIV s(EnvOcc). Based on the relative position (in terms

of distance and direction) of occluder from the receiver, we find the closest sample point and look

up the corresponding FIV (EnvOcc) in the FIV s texture. Knowing the normal of the receiver,

the occluded fullsphere irradiance FIocc,p( ~Np) is calculated as the dot-product of the normal ~Np,

with the FIV (EnvOcc), as defined in Equation 11. To further enhance the results, the 8 nearest

samples of the FIV s(EnvOcc) are trilinearly interpolated.

In case A, the occluder and all the light sources it occludes, are entirely in the positive

hemisphere of the receiver. As a consequence, based on Equation 8, occluded fullsphere irradiance

is equal to occluded irradiance, FIocc,p( ~Np) = Iocc,p( ~Np). The computed occluded irradiance

Iocc,p( ~Np) is deducted from the Itot( ~Np) to get the irradiance arriving at the pixel Ip( ~Np). Ip( ~Np)

is used to shade the pixel.

Partial occluders

In the preceding discussion we estimated the occluded irradiance using the precomputed

FIV (EnvOcc), under the assumption that all light sources occluded are in the positive hemisphere
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Figure 10: Depending on the relative position of the occluder with regard to the receiver, there are
3 different cases for computing the occluded irradiance: case A is computed using the FIV values,
case C is totally ignored and case B is handled as special case.

of the receiver. However, this is not the case when an occluder is not fully in the positive half-

space of the receiver, case B in Figure 10. In such cases the use of FIV (EnvOcc), result in an

underestimation of the occluded irradiance since the result would correspond to the irradiance due

to the light sources in the positive hemisphere (marked with green color in Figure 11) minus the

irradiance due to the light sources in the negative hemisphere (marked with orange color in Figure

11), IFIV = FIFIV+ − FIFIV− . The deduction of FIFIV for the light sources in the negative

hemisphere is because in these cases the dot product between receiver’s normal and light direction

gives negative value.

The correct value of the occluded irradiance would be equal to the occluded fullsphere irradiance

computed using only FIV+, Figure 11. However, the FIV+ can not be precomputed since it would

rely on a prior knowledge of the receiver’s orientation. The FIV+ can be approximated by scaling

the FIV (EnvOcc) based on the percentage of the occluder that lies in the positive hemisphere over

p. The percentage of the occluder in the positive hemisphere, is approximated with (d+R)/2R,
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Figure 11: At border cases only a part of the occluder intercepts irradiance from the receiver.

at run-time; d is the distance of the center of the occluder from the plane of the receiver and R

is the radius of the bounding sphere of the occluder, Figure 11. We count as occluded irradiance

Iocc,p( ~Np) the approximation of FIFIV+ . The fact that the irradiance is cosine weighted minimizes

any error, that may occur by the approximation, see Figure 23 in the Results section.

Multiple occluders

In scenes with multiple occluders, pixels are shadowed by more than one occluder. In cases

where two or more occluders hide a common part of the environment, the irradiance occluded by

the overlapping part, should be deducted only once from the total irradiance. For clarity in the

description, we explain in this section how we handle cases only for two overlapped occluders. The

same concept can be used for an arbitrary number of overlapped occluders.

Occluded irradiance by two overlapping occluders Iocc,p at the receiving point p, is equal to the

summation of the occluded irradiance by each individual occluder Ioccluderi,p minus the occluded

irradiance by the overlapped part of the two occluders, Ioverlapped,p.
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Iocc,p = Ioccluder1,p + Ioccluder2,p − Ioverlapped,p (14)

The occluded irradiance by each occluder, Ioccluderi,p, is computed as already described in the

section Occluded irradiance. The occluded irradiance of the overlapping part is approximated as the

percentage Overlapped% of the area of the overlapping part Areaoverlapped, over the summation

of the area of the parts covered by the two occluders Areaoccluderi , of the total irradiance occluded

by the two.

Overlapped% =
Areaoverlapped

Areaoccluder1 +Areaoccluder2

Ioverlapped,p = Overlapped% ∗ (Ioccluder1,p+Ioccluder2,p) (15)

The area covered by each occluder, Areaoccluderi , is approximated as the area of the unit

bounding disc of the occluder. We define the unit bounding disc as the disc centered along the

line formed by the center of the bounding sphere of the occluder and point p, and translated in

the space (perpendicular to the surface of p), such as to be away from the point p a unit distance.

The overlapping area of the two occluders Areaoverlapped, is approximated by the area of crescent

formed by the overlapping of the two unit bounding discs, Figure 12.

3.3.3.2 Self-shadows

Self-shadows are also computed using FIV s. Note that in case of self-shadows, light sources

that are definitely lie in the positive hemisphere of the receiving pixel p, are all unoccluded once.

This is the main difference from the case of the shadows, where all occluded light sources lie in
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Figure 12: The occlusion part of overlapping occluders is taken into account only once.

Figure 13: In case of self-shadows, all the unoccluded part of the environment EnvUnocc, always
lies in the positive hemisphere of the receiving point.

the positive hemisphere, and not the unoccluded. This is because in case of self-shadows all light

sources in the negative half space of the receiving point p, are occluded at least from the surface

that p lies on. Figure 13 shows with dotted red line, the part of the environment map the object

does not self-occlude, EnvUnocc.

Exploiting the fact that all unoccluded light sources EnvUnocc which contribute to the illumi-

nation are in the positive hemisphere of the receiving point p, based on Equation 8, the irradiance

at a point p is equal to the fullsphere irradiance at that point, Ip( ~Np) = FIp( ~Np).
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FIp( ~Np) is computed by deducting occluded fullsphere irradiance FIocc,p( ~Np) from the total

fullsphere irradiance FItot,p( ~Np), Equation 13. FItot,p( ~Np) is the same for all ~Np and has been

computed once and stored at preprocessing. Thus, we don’t have to do anything else than just use

the precomputed value.

To compute FIocc,p( ~Np) we use the nearest sample of FIV precomputed with a dot product

with the normal of the receiver ~Np, Equation 11. In the same way as in case of shadows, we

trilinearly interpolate up to 8 nearest samples of FIV s to enhance the results. Samples that fall

within the geometry of the object are not taken into account.



Chapter 4

Real-time tonemapping

4.1 Introduction

Illumination of a scene, using accurate description of the environment as in case of HDR

environment maps, produces HDR illuminated scenes. Computed luminance values are near to

those that can be measured in a similar real scene. However the wide range of luminances that

exist in the real world can not be displayed on standard monitors which currently are capable of

displaying only low dynamic range values. The conversion from high dynamic range to displayable

luminance values is known as tonemapping (TM). TM is a very important last step in the production

of realistic images and many operators have been proposed. Tonemapping operators (TMOs) are a

key part of the process of high fidelity image synthesis, as they attempt to generate images visually

similar to a real scene by carefully mapping to a set of luminances that can be printed or displayed

on a low contrast ratio display. However, because of the computational requirements of a complex

tonemapping operator (TMO), it’ s not still possible to achieve high quality results in real-time.

In this thesis we followed two different approaches to achieve this goal. Both approaches are

described in the following sections while firstly we explain what type of tonemapping operator is

suitable according to our goals.

45
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4.2 Suitable tonemapping operator

Existing TMOs can be subdivided in two basic categories: global and local operators. Global

TMOs apply the same operation to all pixels of the input image, while local operators take into

consideration the local properties of individual pixels and use this information to preserve the local

contrast reproduction.

A trade-off exists between local and global operators. Local operators generally give better

quality results but they are computationally more expensive. On the other hand, global operators

that can achieve high frame rates give only moderate quality results, and thus are not suitable for

applications where realism is needed.

In the past, several local TMOs have been presented which can be classified as either separable

or non-separable. The separable class comprises of those local TMOs which contain separate local

and global components. The local component is the gain control that defines which neighborhood

pixels are influencing the luminance adaptation computation of the image pixel. Afterwards, this

information is used to compute at each pixel the luminance adaptation. The global component

compresses the high dynamic range of luminance adaptation, previously computed, into the low

dynamic range available in the display, [5, 66]. In the non-separable class this separation is not

possible. Non-separable operators are not suitable for interactive applications due to the fact that

they require several parameters to be tuned, that can be different for each input frame [83]. These

operators also involve highly complex mathematical models with a significant computational costs,

especially for high resolution frames. For these reasons both approaches that we follow in this

thesis are based on a separable local TMO.

The illumination algorithm that is proposed in this thesis (see Chapter 3) can handle all-

frequency environment maps. This means that in the environment maps that are used for the
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illumination we may have huge differences in luminances between nearby pixels. For this reason

we selected the Ashikhmin [5] operator to use in our proposed methods, which is suitable for

high contrast images. Moreover the Ashikhmin operator achieves visually appealing results which

obviously is necessary in applications where realistic illumination is needed.

4.3 GPU local tonemapping

The first approach that we follow in order to implement our aim is to use a hardware implemen-

tation of a local tonemapping operator. In this way the frame rate of a high-quality tonemapping

operator is increased.

The graphics hardware, currently available, is becoming more and more flexible and suitable

for general purpose programming, but there are still several limitations that restricts the possibility

of implementing complex algorithms such as local TMOs. In fact a difficult aspect of GPU pro-

gramming, as discussed in Goodnight et al. [25], is that it requires exceedingly careful optimization

in order to achieve the performance that is expected. Several factors contribute to this problem,

such as: memory bandwidth, driver overhead, etc. Some of these problems can be reduced, but not

completely avoided [25].

Recently, several high-level programming languages for GPUs were introduced, which help

the programmer to speed up the programming phase, but on the other hand the limited number of

assembly instructions, still reduces the possibility to implement a sophisticated algorithm without

significantly modifying it.

In this thesis, we use the hardware implementation of a state of the art local TMO, Ashikhmin

operator [5], as it is proposed at [69] where it is shown how it is possible to overcome the limitations

and drawbacks that still affect the direct implementation of a state of art TMO on the GPU. This
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implementation is able to deliver in real-time the results of the original TMO (CPU implementation),

maintaining intact its quality reproduction. No trade-off between quality and speed is required.

4.3.1 Implementation

The Ashikhmin operator is a multipass algorithm. The proposed GPU implementation com-

prises of 3 passes as described below. Throughout the description uppercase and lowercase notation

represent HDR and LDR values respectively. This GPU implementation of the Ashikhmin operator,

algorithmically performs the same operations as the original CPU implementation [5]. Below we

describe briefly the GPU implementation. More details for the implementation can be found at

[69].

• Conversion of RGB(x, y) to L(x, y): The original frame, with HDR illuminated scene, is

binded on a floating point texture in order to be able to pass the data to the fragment shader

and process them. The luminance L(x, y) of each pixel (x, y) of HDR frame is computed.

In this GPU implementation the alpha channel of the pixel is exploited in order to store the

luminance L(x, y) value. The resulting image with (R,G,B,L) information per pixel is

stored in a floating point framebuffer object (FBO), called the luminance FBO.

• Computation of the local adaptation level La(x, y): The local adaptation level La(x, y) is

computed as an average luminance over some neighborhood around the pixel position (x, y).

As an input to this step we use the luminance FBO, computed in the previous step. La(x, y)

of each pixel is computed. La image, that is the result of this step, is rendered in a floating

point FBO, called the adaptation FBO.

• Computation of rgb(x, y): In the final step of the proposed GPU implementation several

operations are performed in order to compute the final (r, g, b) triple per pixel, i.e. the
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tonemapped low dynamic range image. Firstly a tonemapped (i.e. displayable) value of

luminance of each pixel Ld(x, y) is computed, as it is explained in [5]. Ld(x, y) is a function

of the HDR luminance L(x, y) of each pixel and the local adaptation level of each pixel

La(x, y), Equation 16. For this reason, as input to the shader that is responsible for this step,

both results of luminance FBO and adaptation FBO are needed. Both FBOs are binded as

floating point textures and passed as input to the shader.

Ld(x, y) = f(L(x, y), La(x, y)) (16)

Ld(x, y) value is then used to scale each component of the RGB triplet by Ld(x, y)/L(x, y).

RGB values are accessed with a texture lookup. A standard gamma correction follows as the

final step to obtain pixel values for the display.

The OpenGL shading language has been used for the implementation described above. Frame-

buffer objects (FBOs) are used to provide a fast way for floating point textures, as well as floating

point render targets. Every step uses one or more floating point textures as input and outputs the

result to the double-buffered FBO result buffer. All computations are implemented as fragment

shaders.

4.4 Selective tonemapping

The GPU implementation of the local tonemapping operator increased drastically the frame

rate that can be achieved, compared with the original CPU implementation. Real-time frame rates,

using the GPU implementation of a local tonemapping operator, are only feasible for medium

image resolutions as demonstrated in the Chapter 5. As larger resolution high dynamic range

(HDR) textures/images are becoming common in computer graphics applications, a more advanced
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technique should be used to achieve real-time frame rates for such images. Here, we introduce

a novel technique called selective tonemapping for accelerating the tonemapping step on large

resolution HDR images.

4.4.1 Approach

One of the main tasks of a tonemapping operator (TMO) is to preserve local contrast and

details that are available in the original HDR input image. Strong contrast is localized along the

transition regions between bright and dark areas and details are typically localized in textured

regions. Knowledge of where the strong contrast and details are located may be exploited to limit

the use of the computational expensive local luminance adaptation computation only on these

regions.

In this section we introduce the novel concept of the selective tonemapping which automatically

detects the visually important regions in an HDR input image and directs the local luminance

adaptation computation at these salient parts of the scene. For the remainder parts of the image the

original luminances of the scene are kept. After this step the global TM curve of the original local

TMO is applied to the updated luminances of the whole scene in order to reduce the dynamic range.

We propose a general framework, Figure 14, that may be implemented either as a hybrid solution

(CPU and GPU) or fully implemented on the GPU. The GPU implementation of our framework

exploits current graphics hardware in order to achieve perceptually high quality tonemapping at

real-time frame rates for large resolution HDR images, while preserving contrast and details of the

input image.
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Figure 14: Scheme representing the behavior of selective tonemapping framework.

Figure 15: Output obtained using a saliency map for localizing the areas in an HDR image with
strong contrast and details. (left) Several artifacts are visible (red circles) in the output image
(right).
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4.4.2 Framework

4.4.2.1 Description

In this section we describe the steps used in the selective tonemapping framework.

• Important areas identification

In this step we identify the areas that are important for the local component of a tonemapping

operator. We define as important those areas that are affected mainly by the local component.

Local component of a tonemapping operator is responsible to preserve the contrast between

nearby pixels in an image. After application of local component luminance values in areas

where there is high contrast are greatly changed while in the rest areas luminance values are

about the same with original ones. Based on this, important areas of an image are those areas

that have high contrast.

High contrast areas can be detected using an edge detection algorithm. We selected to use

sobel operator for edge detection, since it’s a simple operator and thus can run relatively

fast. This is a requirement in our case that we need to achieve high frame rates for the whole

tonemapping process.

Another possibility for this step is to identify visually perceptual important areas in the

frame. Validated visual perception models such as a saliency map can be used to correctly

localize the perceptually important or salient regions [30]. However these methods are

computationally expensive and often produce visible artifacts as shown in the Figure 15. This

is because saliency map models often do not correctly localize the boundary regions, see

Figure 15 (right image), where strong contrast occurs. However due to the high computational

costs of these techniques, and their failing in localizing the boundary regions are not suitable

for our purpose.
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To reduce the computation time for the determination of the important areas map, it is

possible to apply the important areas identification algorithm on a down scaled version of

the input frame and up scale it before applying the next step (marking). We explored this

possibility, but preliminary results show that important small features may be lost resulting

in incorrect determination of saliency regions. This causes details to be lost. Based on this,

we decided to apply important areas identification step to the full scale frame. However for

extremely high resolution images this technique can be used to speed up the whole process,

with a cost in quality.

• Marking step

Once the important areas of the input frame are localized, it is necessary to define a strategy

that properly applies the two components of a separable local TMO (local and global

components). This step requires in theory a simple conditional constructor (or test) to decide

which component of the operator we should apply in each pixel of the input frame.

• Tonemapping application

This step applies the local component of the original TMO only on important areas as they

have been defined by the marking step. Then the global component is applied to the whole

image of adapted luminances.

In the next subsection we describe the implementation of these steps.

4.4.2.2 Implementation details

• Important areas identification

The important areas map is computed using sobel operator filter on the original HDR

luminance values of the input HDR frame. The magnitude of each pixel of the image,
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resulted after applying the sobel operator, has been shown that is a good indicator of contrast

on gray scale images [59] as luminance image La(x, y).

The output of the sobel operator is a gray scale image. In order to get a binary image that

defines which pixels are important and which are not, we apply a filter using a threshold

value, importancethreshold. Any pixels with magnitude bigger than the threshold, assumed

to be important and marked with white color, while the rest are marked with black color.

This filtering step also helps to identify more uniform important and un-important regions,

avoiding the presence of singular pixels inside these regions.

Captured important regions are based on importancethreshold which affects in this way

the quality of the output image. Figure 16, shows the resulting images obtained from the

important areas localization step when varying the threshold level. When increasing the

threshold level several important areas are not identified, Figure 16, right, resulting in the

loss of important details in the final output image, Figure 17. From these results it is clear

that using lower threshold level we obtain better quality results.

The output of this step is a binary image that is binded as a texture, importancetexture.

• Marking step

Based on the output of the important areas identification step, that is used as input to this

step, we should find an efficient way for marking. That is, a way to mark the pixels that have

been important as pixels that are going to be processed by the next step (local component

application).

The most obvious way to do marking and the first approach that we followed, is to use a

conditional branching within the pixel shader that is responsible for applying local component

of tonemapping operator. Branching condition tests whether the corresponding pixel in the
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Figure 16: Important areas localization varying the threshold level: threshold value 0.1 (left),
0.5 (middle) and 1.0 (right). White and black pixels indicate important and un-important pixels
respectively.

Figure 17: A close-up of important areas localization map (top) and the tonemapped output results
(bottom). Value that has been used for importantthresh is 0.1 for the left images and 1.0 for the
right images.
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importancetexture is white or black. For white pixels, assumed as important, the rest of

the local application pixel shader is executed. Black un-important pixels are skipped using

texkill operation.

Preliminary results of using the branching and texkill operation, showed that this step was

the bottleneck of our framework and real-time frame rates were not feasible. To overcome

this bottleneck we investigated to separate the important areas output in tiles (smaller images)

and execute the marking step and application of local component on them, in a parallel way.

However, the overhead added by separation in tiles and reconstruction of them, makes this

solution not suitable for high frame rates performances.

We verified that the use of the early Z-buffer is a suitable solution to gain improvement in

computation performance of our framework. Early Z-test occurs before the fragment stage.

In the standard rendering pipeline its purpose is to discard any pixels that are hidden in order

not to go through the pixel shader.

In our framework, the important areas map of each frame is written to the depth buffer. An

early Z-test is performed to discard the pixels that are not important from going through the

pixel shader that applies local tonemapping. We do this by initialize all the pixels of the

depth buffer to 1.0. The important pixels are written with value 0.0 in the Z-buffer while

the un-important pixels with value 1.0. The depth function that defines which pixels pass

the early-Z test, is set to GL LESS, that means any pixels that have values less than the

corresponding value in the Z buffer will pass the test. In this way, important pixels pass the

test and processed by the pixel shader, while the un-important pixels assumed to be hidden

and are not further processed.

• Tonemapping application
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The application of the tonemapping operator is straightforward. The computational expensive

shader that is responsible for applying the local component of the TMO, makes use of the

early Z-buffer. Local component of the TMO is used only on the pixels that pass the early

Z-test. The output of the shader is the computed local adaptation luminance for the pixels

belong to the important areas of the input frame. Afterwards the global TM function of the

operator is applied on the whole modified luminance input frame.

Due to the temporal discontinuities between frames, in real-time tonemapping applications,

temporal artifacts may appear (flickering). To solve this problem a temporal adaptation

process that smooths these discontinuities must be used. To handle this we use the solution

proposed in [3] and [25], which is based on interpolation of local adaptation between

consecutive frames. In this way any temporal artifacts introduced by small differences

between the edge maps generated for each frame, are also removed.



Chapter 5

Results

5.1 Introduction

In this chapter we demonstrate the results of the proposed algorithms. Both timing and quality

results are given. Firstly we give the results for the proposed illumination algorithm. We show

that our algorithm can run at real-time frame rates for complex scenes giving high quality results

with only moderate requirements in memory. Then we give the results for the tonemapping. It

is shown that our aim to have real-time high quality results have been achieved. This allow us

to apply tonemapping at run-time on HDR illuminated scenes that are produced by our proposed

illumination algorithm. Finally we show how the application of tonemapping affects what is

assumed perceptually as adequate quality for the output of the illumination algorithm. Knowing

this we can adjust the resources given (e.g. memory) for illumination computation.
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5.2 Illumination

5.2.1 Proposed algorithm results

The results were taken on an Intel Core 2 Duo 2.4 GHz machine, with 2GB Ram and an Nvidia

GeForce 8800 GTS graphics card. A CPU implementation was used for the precomputations and

a GPU implementation for run-time calculations. All images are taken with a window resolution

of 512×512, with trilinear interpolation of the FIVs values and per pixel illumination. The

environment maps used for illumination are 6×32×32 pixels. The FIVs are computed considering

the whole environment map and not only samples on it. Using a higher resolution environment

map would have caused longer precomputation times but no difference at the run-time frames per

second.

In Table 2, we show the precomputation statistics for the individual objects used in our

experiments. We demonstrate the results of objects with different complexity with regards to the

number of vertices, (column Vertices), and their type of geometry (column Object). The Precmp

column shows the time, in minutes, taken to precompute the FIVs. Computation of the diffuse

environment irradiance map takes approximately about 1 minute. Here it is worth noting that our

precomputation was computed entirely on CPU. A GPU implementation would run considerably

faster. As expected, the table indicates that the precomputation time is linear to the number of

sample points. Under the Memory column we show the memory usage in MBytes. Memory needed

to store the precomputations is also linear to the sample points that were used and independent of

the complexity of the object. This is illustrated by the fact that any object needs the same memory

capacity for constant number of samples.

Table 3 shows the statistics for combinations of different objects. The Objects and Vertices

columns show the total number of objects and number of vertices in the scene. Memory that is
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Table 2: Precomputation times and memory requirements for different objects at various sampling
rates.

Object Vertices Samples Precmp Memory
(mins) (MB)

256×129×30 397 34.0
128×65×30 99 8.56

Bunny 35947 64×33×30 24 2.17
64×33×15 12 1.08
32×17×15 3 0.28

Tree 20614 256×129×30 222 34.0

Table 3: Statistics for combinations of objects for constant samples (ϑ, ϕ, %) = (128,65,30) .

Scene Objects Vertices Memory FPS
(MB)

1 bunny 1 35 947 8.56 112
1 tree 1 20 614 8.56 112

10 bunnies 10 359 470 8.56 68
10 trees 10 206 140 8.56 68

5 × (bunny+tree) 10 282 805 17.12 68
10 × (bunny+tree) 20 565 610 17.12 46
15 × (bunny+tree) 30 848 415 17.12 35
20 × (bunny+tree) 40 1 131 220 17.12 29
30 × (bunny+tree) 60 1 696 830 17.12 22

needed is increased linearly with the number of different objects in the scene but having multiple

times the same object does not increase the memory requirements. Frames per second (illumination

only) depend only on the number of objects but not on their type, as it is illustrated by the different

scenes with 10 objects. FPS demonstrate that the proposed method scales well and achieves

real-time frame rates even for complex scenes with millions of vertices and tenths of occluders.

Note that run-time frames per second (FPS) are independent of the number of sample points

used, and independent of the geometry complexity of objects. This allows us to increase the realism

in the scene by using high quality models and a dense FIV sample set without additional cost at

run-time for the illumination process.
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Figure 18: The bunny at different sampling rates (ϑ, ϕ, %): Samples = (32,17,15) (NRMSE = 0.023)
(left), Samples = (64,33,30) (NRMSE = 0.008) (middle), Samples = (256,129,30) (NRMSE =
0.007) (right). The small images show the shadow only of the result of the proposed technique
(left), the ground truth shadow (middle) and the difference of the two (right).

Figure 19: All-frequency environment maps can be used with our technique: 1 point light source
(NRMSE = 0.1) (left), 2 area light sources (NRMSE = 0.035) (middle), Eucalyptus grove environ-
ment map (NRMSE = 0.022) (right).

Figure 20: Illumination from area lights of different color: 1 occluder (NRMSE = 0.019) (left), 2
occluders with overlapping shadows (NRMSE = 0.019) (right).
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Figure 21: Illumination of multiple occluders: Correction for multiple occluders is disabled
(NRMSE = 0.027) (left), enabled (NRMSE = 0.019) (right).

Figure 22: Illumination of multiple occluders in different parameters: 1 area light source (NRMSE
= 0.019) (left), Eucalyptus grove environment map (NRMSE = 0.015) (middle), occluders in shorter
distance (NRMSE = 0.013) (right).
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Figure 23: The queen lies at 1
5 in the negative half space of the receiver. Illumination of the receiver

having the correction for partial occluders disabled (NRMSE = 0.026) (left) and enabled (NRMSE
= 0.019) (right). Small images show the difference of the corresponding result with the reference
solution.

Figure 24: Self-shadows are also computed at run-time using precomputed FIVs. Only direct illu-
mination without considering self-occlusions (left), direct illumination and self-shadows (middle),
isolated self-shadow (right).

Figure 25: Illumination of a fully dynamic (deformable) receiver in two different times in left and
right images.
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Figure 26: Complex scenes can be shaded in real-time. This scene with multiple objects and more
than 280K thousands vertices runs at 68 fps.

Figures 18 and 19 demonstrate the quality of the results of the proposed technique. The three

small images at the bottom show: the shadow on the ground plane using the proposed method

(left), the shadow using the reference (brute force) solution (middle) and the difference of the two

images (right). The difference image is displayed with high exposure in order even pixels with

small error to be distinguishable. The reference solution has been evaluated using the standard

rendering formula, Equation 3, assuming diffuse reflectance only, with an overall integration of the

unoccluded part of the environment map as it is seen from each pixel. A numerical evaluation of

the difference of the two shadow images (proposed technique and reference solution) is given. It is

evaluated using the normalized root mean square error (NRMSE) as:

NRMSE =

√∑
[pref (x,y)−pill(x,y)]2

n

pmax − pmin
(17)

where n is the number of pixels in each image, pref (x, y) is the irradiance at pixel (x, y) of the

reference image, pill(x, y) is the irradiance at pixel (x, y) of the image computed using the proposed

illumination algorithm, and pmax and pmin are the maximum and minimum irradiance values of all
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pixels in the images, respectively. For each image, a NRMSE is computed per color channel and

the average of the three computed NRMSEs is given as the NRMSE for the computed image.

Figure 18 shows how the number of sample points used to precompute FIVs affect the quality of

the images. As it was expected, increasing number of the sample points reduces the error. However,

even with few samples, the NRMSE is only 0.023 as it is shown in Figure 18, left. Note that for

this image, 3 minutes of precomputations and 0.28 MBytes of memory for the FIVs are enough for

a good quality result, see Table 2.

Figure 19 demonstrates that our technique can handle all-frequency environment maps; 1 point

light source (left), 2 area light sources (middle), Eucalyptus grove environment map (right). The

error (NRMSE) varies based on the type of environment map, from 0.1 in case of 1 point light to

only 0.022 in case of the Eucalyptus grove environment map. Even for the 1 point light source

that has the highest NRMSE (mainly because of aliasing), it is hard for a viewer to perceive the

difference with the reference solution.

Figure 20 demonstrates that the algorithm works not only for symmetric (or almost symmetric)

environment maps. Figure 20, left, shows the shadow of one occluder of an an environment map

with one green and one red area light sources and Figure 20, right, shows overlapping shadows

from two occluders using the same environment map.

The same object may act both as an occluder and as a receiver at the same time, see the bunny

in Figure 27, left. A receiver may be shadowed by more than one occluders. Note that in Figure 27

left, the plane is shadowed by the tree and the bunny.

Figure 23 demonstrates that our method works also well for the cases that the occluder does

not lie fully in the positive hemisphere of the receiver. Figure 23, left, shows the results using the

standard proposed algorithm that uses the values of FIVs as they precomputed. The right image of
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Figure 27: An object (bunny) may act as both occluder and receiver. The bunny as a receiver (left)
has shadows cast on it, in contrast to the bunny (right) which act only as an occluder.

the Figure 23, shows the results using the modified algorithm for the partial occluder as described

in the subsection 3.3.3.1. In the latter case the error is minimized to only 0.019.

Multiple occluders are also handled by our proposed technique. Figure 21 shows that the error

is minimized when the common occluded part by the overlapped occluders, is taken into account

only once (correction enabled). Results for different conditions in the scene with multiple occluders

are demonstrated in the Figure 22.

Self-shadows result is demonstrated in the Figure 24. The image on the left shows illumination

without considering any self-occlusions, the image in the middle is the illuminated object with

self-shadows, and the image at the right is the difference of the two previous, showing the shadow

isolated from the object.

5.2.2 Comparison with other methods

Our method is compared with state of the art methods for real-time illumination as it is

demonstrated in Table 4. We compare our algorithm with PRT methods originally proposed by

Sloan [77], precomputed shadow fields technique proposed by Zhou [105] and with proposed
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algorithm of Ren for soft-shadows in dynamic scenes [67]. Details for these three methods are

given in the Chapter 2.

Methods are compared among different parameters. Our illumination algorithm, FIV, supports

all-frequency environment maps while the other three methods support only low-frequency environ-

ment maps for dynamic scenes. High-frequency environment maps are supported by precomputed

shadow fields algorithm in case of static scenes only.

Our proposed method supports fully dynamic and deformable receivers but only moving rigid

occluders. Ren et al. [67] demonstrate dynamic occluders as well, however in order to achieve

this, they approximate the geometry of the scene using spheres while we don’t perform any

approximations on the geometry of the occluders nor on the receivers’.

Regarding memory requirements the comparison table shows the needs in memory giving

the number of different objects in the scene, total number of vertices in the scene and level of

frequencies of the environment maps. We demonstrate requirements of orders of magnitude less

memory for an arbitrary number of vertices and all-frequency environment maps.

Frame rate achieved with our method ranges from about two times faster in case of many

objects in the scene to more than ten times faster for few objects comparing to Zhou’s and Ren’s

methods. Comparing to PRT method we demonstrate similar frame rates however the frame rate

achieved at the PRT methods depends on the number of vertices of the object while we demonstrate

fixed frame rate for any geometrical complexity of the object.

5.3 Tonemapping

In this section we demonstrate results for the real-time tonemapping methods described in this

thesis. Firstly, results for the GPU implementation of local tonemapping are demonstrated and then

results for the proposed selective tonemapping framework.
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Table 4: Comparison of the proposed illumination algorithm, FIV, with state of the art methods.

PRT Precomputed Soft-shadows in FIV
shadow fields dynamic scenes

Sloan Zhou Ren
SIGGRAPH SIGGRAPH ACM TOG this thesis

Low
Environment map Low (dynamic scenes) Low All

frequencies High
(static scenes)

Deformable
Dynamic Rigid Rigid Deformable receivers

scenes & rigid
occluders

Geometry No No Yes No
approximation

<1MB
1 /∞ / all

50MB
Memory 7 / 30K / low ∼10MB

requirements >GB N/A (dense sampling)
dif. obj. / vert. / freq. 500MB 1 /∞ / all

2 / 70K / high
∼10MB

(adeq. sampling)
10 /∞ / all

0.1 - 10 fps ∼25 fps 112 fps
Frame rate ∼100 fps 2 / 70K / high 2 / 65K / low 1 /∞ / all

obj. / vert. / freq. 1 / ∼40K / low
20 fps ∼12fps 35 fps

3-32 / 28K / low 8 / 120K / low 30 /∞ / all
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5.3.1 GPU local tonemapping

In this subsection we describe the experimental results done for testing the GPU implementation

of the Ashikhmin local operator. Results have been taken on still images in order to get quality

results and on a real-time rendering system that produces HDR frames, in order to get timing results.

The experiments were conducted on a PC with graphics card Nvidia Go6800.

5.3.1.1 Timing results

A system that produces at real-time frame rates HDR images was implemented in order to

measure timing performance. The GPU implementation of the Ashikhmin local tonemapping

operator was integrated with this system. Each HDR frame that is produced by the system is used

as an input to the local tonemapping operator. The tonemapped LDR image is rendered on the

screen.

Table 5 shows the results for this experiment for different window resolutions, as given under

column Frame Resolution. HDR Scene Rendering column shows the number of frames per second

achieved for the rendering only of HDR scene without applying tonemapping. Column Scene

Rendering + GPU TM shows how the frame rate changes when tonemapping is applied.

Real-time performances are achieved with frame resolution of 512×512 and smaller, see Table

5. We can also observe how the overhead, added by tonemapping application to the rendering

process, is decreased with the increase of the frame resolution. For high frame resolution the

overhead is becoming imperceptible in terms of fps. This can be easily noticed on the graphical

representation of Table 5, Figure 28.

Comparing our results with those demonstrated at Goodnight et al. [25], we have better

performance timings. In the case of [25] for the same quality in the tonemapped image as ours,

at resolution 512×512 the frame rate has already dropped down at 5 fps. In order to keep the
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Table 5: Frames per second achieved for only rendering the scene without applying tonemapping
(HDR Scene Rendering) and for rendering after applying GPU local tonemapping (Scene Rendering
+ GPU TM). Statistics are given for varying sizes of frame resolution.

Frame HDR Scene Scene Rendering
Resolution Rendering + GPU TM
256 x 256 60 39
512 x 512 29 28

1024 x 1024 9 8
2048 x 2048 9 7

Figure 28: Graphical representation of Table 5.

rendering time at interactive frame rates, they need to compromise between quality and speed,

while this is not needed in our case.

Krawczyk et al. [42] also claim in their work real-time performances. However real-time are

results obtained only for low image resolution (320× 240 pixels). When the image resolution is

increased, the frame rate is drastically decreased to non interactive rates. Furthermore, their time

performances were obtained with approximated results, in terms of quality of the TMO.
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5.3.1.2 Quality results

In order to validate the quality of tonemapping results, we compared the tonemapped images

produced by the GPU implementation of the Ashikhmin local operator described in this thesis with

the tonemapped images produced by the original CPU implementation of the same TMO. The

resolution of the still HDR images used in these experiments are given on the Table 6.

Table 6: Dimensions of the HDR images used in the experiments.

HDR Image Resolution (pixels)
Aeroporto 1024×705

Lamp 400×300
Memorial 512×768

Nave 720×480
Rosette 720×480
Stilllife 1240×846

The root mean square (RMS) percentage error and mean percentage error between the CPU

and GPU implementations are computed using the equations given at Equation 18 and Equation 19

respectively.

errorRMS%
=

√
1

n
Σ[
pcpu(x, y)− pgpu(x, y)

pcpu(x, y)
]2 (18)

errormean%
=

1

n
Σ | pcpu(x, y)− pgpu(x, y)

pcpu(x, y)
| (19)

In the above two equations, n is the number of pixels in the image and p(x, y) is the luminance

value of the (x, y) pixel at the tonemapped image.

Table 7 demonstrates the quality results for all images used in the experiments, using the

above mentioned error metrics. Comparing our results with Goodnight’s [25], we demonstrate

much smaller error since in their results they show an average 1.051% and 0.177% for RMS%
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Table 7: RMS and mean percent errors of the proposed GPU implementation, of the local Ashikhmin
operator. These values are computed considering the CPU implementation of the operator as the
ground truth values.

HDR Image RMS% error mean% error
Aeroporto 0.053 % 0.008 %

Lamp 1.063 % 0.023 %
Memorial 0.041 % 0.025 %

Nave 0.201 % 0.091 %
Rosette 0.043 % 0.035 %
Stilllife 0.074 % 0.051 %

error and mean% error respectively. Figure 29 collated the tonemapped output of described GPU

implementation with the original CPU implementation. Results show that there is no perceivable

difference between the two.

5.3.2 Selective tonemapping

In this section we demonstrate results obtained with a GPU implementation of the proposed

selective tonemapping framework. In the same way as we did for testing local tonemapping

hardware implementation, we tested the proposed selective tonemapping framework, on still images

and on a real-time rendering system that produces HDR frames. We benchmark the selective

tonemapping on two generations of GPUs on the same workstation: on an Nvidia GeForce 8800

GTX and on a GeForce 6600. Our CPU is an Intel Duo Pro 2.33GHz with 2.0 GB RAM. In order

to validate our framework we applied it using the Ashikhmin TMO [5] which is a separable local

TMO and thus it has a local and a global component.

First, we demonstrate timing performances of the GPU implementation integrated in the real-

time setting and on a number of different still images. Afterwards the quality results are analyzed

and presented in section 5.3.2.2.
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Figure 29: Images obtained with the GPU implementation of the Ashikhmin local tonemapping
operator (left) and with the original CPU implementation (right).
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5.3.2.1 Timing results

To evaluate the computational performances of our framework we integrated the selective

tonemapping with a system that we have developed that creates HDR frames at real-time.

Table 8 shows the results for frame rates that can be achieved, for varying frame size and

varying importancethreshold level used for edge filtering at important areas identification step.

These results were taken on GeForce 6600.

Table 8: Frames per second achieved on a real-time setting on GeForce 6600, for varying HDR
frame size and varying threshold used at important areas identification step.

HDR Frame 0.1 0.2 0.5 1.0
320 × 240 141 145 145 145
640 × 480 78 79 82 82
800 × 600 55 58 59 59

1024 × 768 37 38 40 40

Results that are presented on Table 8 show that using smaller values for the importancethreshold

level, the frame rate is reduced. This is true for any resolution of HDR frame. This validates

what was expected, since in case of small values for threshold level, more pixels are identified

as important, thus the computational expensive local component of the TMO is applied on more

pixels. However, we can observe that the frame rate is only slightly reduced. Based on this and on

the fact that the low threshold level improves the identification of the important areas in the input

frame, see section 4.4.2.2, the small threshold level of 0.1 is used in the rest of the experiments.

Table 9 and Table 10 demonstrate the frame rates that can be achieved using GPU implementa-

tion of global TMO, GTM, local TMO, LTM, and proposed selective tonemapping, STM. Table 9

and Table 10 report the frames per second achieved on the GeForce 6600 and Geforce 8800 GTX

respectively varying the frame size.
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Table 9: Frames per second achieved on a real-time setting on GeForce 6600 for the global GPU
TMO, local GPU TMO and the selective tonemapping. The degree of acceleration of selective
tonemapping is reported in the last column.

HDR Frame GTM LTM STM STM
LTM

320 × 240 226 83 141 1.68
640 × 480 111 28 78 2.79
800 × 600 80 19 55 2.89

1024 × 768 55 12 37 3.08

Table 10: Frames per second achieved on a real-time setting on GeForce 8800 GTX for the global
GPU TMO, local GPU TMO and the selective tonemapping. The degree of acceleration of selective
tonemapping is reported in the last column.

HDR Frame GTM LTM STM STM
LTM

512 × 512 1719 360 503 1.40
1024 × 1024 584 115 190 1.65
2048 × 2048 195 33 64 2.00
4096 × 4096 56 9 20 2.22

The two tables highlight the acceleration that is achieved by selective tonemapping framework

over the local TMO. The degree of acceleration is given at the column STM
LTM . One important

advantage of the framework is that for bigger resolutions of input HDR frames, the degree of

acceleration is increased, giving space to other steps of rendering, that may be more costly for high

resolution frames (e.g. per pixel illumination), to gain from this fact.

We also performed experiments on different HDR images with different dynamic range of

luminances and image resolutions, that include indoor, outdoor and daylight scenes, Figure 30.

Their characteristics are presented on Table 11.

Results in Tables 12 and 13 show that the frame rate of global TM and local TM is mostly

affected by the frame size and not in that degree by the dynamic range of image. This conclusion is

extracted from about the same frame rates of Nave and Rosette images that have the same resolution.

Memory caches may give slightly different frame rates in the two cases. That was expected for

global and local TM, since in both cases the same operations are applied on all pixels.
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Table 11: Still HDR images used in the experiments. First column gives the image resolution and
the second column the dynamic range in logarithmic scale. Images are listed in increasing number
of total pixels.

HDR Image Resolution Dynamic Range (log10)
Nave 720 × 480 6.0

Rosette 720 × 480 4.4
Memorial 512 × 768 4.8

Desk 644 × 874 5.2
Belgium 1025 × 768 4.1

16RPP 900 × 900 2.0
FogMap 751 × 1330 3.6

Table 12: Frames per second achieved for HDR images in Table 11, using GeForce 6600, for the
global GPU TMO, local GPU TMO and the selective tonemapping. The degree of acceleration of
selective tonemapping is reported in the last column.

HDR Image GTM LTM STM STM
LTM

Nave 147 29 94 3.24
Rosette 147 29 78 2.69

Memorial 136 25 82 3.28
Desk 95 18 31 1.7

Belgium 66 13 30 2.31
16RPP 63 12 44 3.76

Fogmap 63 12 37 3.08

In contrast in case of the selective tonemapping, frame rate is not only affected by the resolution

of input image but from its dynamic range as well. Differences in dynamic range of luminances

implies indirectly different results of important identification step. Thus the local component of

TMO, is applied on different number of pixels, giving different frame rates.

5.3.2.2 Quality results

To evaluate the quality of the proposed framework we performed experiments on several still

images, with different characteristics. (Table 11, Figure 30). The aim of the selective tonemapping is

not the production of a tonemapped image with the same absolute values of a reference tonemapped

image, but the production of a tonemapped image which is perceptual similar to that. Based on
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Table 13: Frames per second achieved for HDR images in Table 11, using GeForce 8800 GTX, for
the global GPU TMO, local GPU TMO and the selective tonemapping. The degree of acceleration
of selective tonemapping is reported in the last column.

HDR Image GTM LTM STM STM
LTM

Nave 1115 295 650 2.20
Rosette 1129 236 483 2.05

Memorial 975 210 520 2.48
Desk 746 154 251 1.63

Belgium 554 114 244 2.14
16RPP 547 111 298 2.70

Fogmap 537 107 285 2.66

this, perceptual metrics are used to evaluate the quality of the proposed framework. In all cases we

assume as reference image, the tonemapped image produces by the GPU local tonemapping.

We have used two well known perceptual quality metrics: visual difference predictor, (VDP)

[14] and structural similarity index, (SSIM) [96]. The two metrics take into account the properties

of HVS to evaluate the similarities between two images. The VDP metric gives as output the

number of pixels that are perceptually different on the two images that are compared. The SSIM

index gives a decimal number, between 0 and 1, where 0 indicates totally different images and 1

identical images.

We performed two classes of experiments. Firstly, we performed experiments in order to verify

that the usage of sobel filter at the important areas identification step, gives better results than usage

of visual attention models such as saliency map. Then we performed experiments to evaluate the

quality of tonemapped images produced using our proposed framework.

For the first class of experiments we compared the results given by the selective tonemapping

using sobel filter and results given by the selective tonemapping using saliency map with reference

image of local tonemapping. In all cases GPU implementations have been used.

The results for the comparisons are given on Table 14. For each image used in the experiments,

the percentage of number of different pixels is given using VDP metric. Difference percentages
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Figure 30: Colour plate of the images used in the experiments for selective tonemapping evaluation.
From left to right and top to bottom: FogMap, Desk, Memorial, Nave, Rosette, Belgium and 16RPP.
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Table 14: Percentages of perceptual differences using VDP metric. Results are given for the
output of selective tonemapping using sobel filter and for the output of selective tonemapping using
saliency map. In both cases the comparison is done with the ground truth output of local operator.

STM-Sobel STM-Saliency
HDR image vs LTM vs LTM

Nave 1.47 2.81
Rosette 0.38 0.09

Memorial 2.41 3.62
Desk 2.72 2.05

Belgium 0.21 0.35
16RPP 0.04 0.07

FogMap 0.07 0.18

Table 15: Percentages of perceptual similarities using SSIM index for the comparison of output of
selective tonemapping using sobel filter with the ground truth output of local operator.

STM-Sobel
HDR Image vs LTM

Nave 0.9761
Rosette 0.9982

Memorial 0.9876
Desk 0.9925

Belgium 0.9853
16RPP 0.9968

FogMap 0.9972

are given for the comparison between the result of selective tonemapping using sobel filter with

reference image, STM-Sobel vs LTM and for the comparison between the results of selective

tonemapping using saliency map with the reference image STM-Saliency vs LTM.

Table 14 demonstrates that the images obtained using the two different maps (sobel and saliency)

as input for driving the selective tonemapping, are not perceived by the HVS to be different from

the reference solution. Moreover, in most cases, the percentage of perceptual different pixels for

the images using sobel filter is indeed smaller than that of the images obtained using saliency map.
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Figure 31: Important areas identification step output (top) and final output of selective tonemapping
(bottom) for the highlighted area. Sobel operator and saliency map have been used to identify the
important areas in left and right images respectively.

The experiments were repeated and evaluated with SSIM metric, Table 15. The SSIM confirms

the results of the VDP metric, that images obtained using sobel filter at the selective tonemapping,

are perceptually similar to the reference local tonemapped images.

In the Figure 31 we give a visual example of the important areas identification step using

sobel filter (Figure 31, left) and saliency map (Figure 31, right). Black pixels indicate where the

global component of the TMO will be applied while on the rest image the local component will be

apply. Although the two resultant important area maps are quite similar, the saliency map identifies

redundant saliency areas that do not add any quality improvement at the final tonemapped image.

As it is shown in Figure 31, bottom, similar tonemapped results obtained in both cases,using either

sobel filter or saliency map. However, for the same area, marked with red color, saliency map
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Figure 32: Tonemapped results of Desk image; close-up at the book area (top) and full resolution
image (bottom). Results are given for selective tonemapping using sobel filter (left), local tonemap-
ping (middle), selective tonemapping using saliency map (right). Artifacts in the transition areas
between dark and bright regions, are strongly visible in the output obtained when saliency map is
used (red marked areas).

detects more pixels as important. This implies that the computational expensive local component

of the TMO will be applied on more pixels. This reduce the timing performance comparing with

the one that can be achieved by applying the local component only on the pixels identified by sobel

filter.

Moreover, as it is shown in Figure 32, in some cases the use of saliency map introduce visible

artifacts in the transition areas between bright and dark regions. The artifacts are highlighted with

red color around the book in Figure 32.

Based on the experiments and results described above, it has been proved that the sobel filter is

more appropriate to be used for the important areas identification step. For this reason sobel operator
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has been integrated in the proposed selective tonemapping framework. In all the experiments that

are described below, sobel operator filter has been used.

The second class of the experiments aims to evaluate the quality of the results of the whole

selective tonemapping framework. Numerical results have been already given in Table 14 and in

Table 15 are demonstrating that images obtained using the proposed selective tonemapping frame-

work give perceptually similar results to the reference images obtained using local tonemapping

operator on the whole image.

Visual results are demonstrated below. Figure 33 collate the results of the selective tonemapping

with the results of ground truth GPU local tonemapping. We observe that the two tonemapping

methods have perceptually similar results.

Figures 34 and 35 demonstrate that the proposed algorithm works well also in areas with strong

contrast and many details. Figure 36, a close-up for Rosette image, shows clearly that the selective

tonemapping is performing well in the transition areas between dark and bright. This is validated by

considering the similarity of the output of the selective tonemapping (Figure 36, middle) with the

ground truth output of local tonemapping (Figure 36, right) and its better visual result comparing

with the output of global tonemapping (Figure 36, left).

Figure 34 shows the result for the close-up of the area that is highlighted in the important areas

map (left image). The output obtained with our framework (right-top image) shows the achieved

degree of accuracy (highlighted red zones) with respect to the output obtained with the ground truth

GPU local tonemapping (right-bottom image).

However, there are cases that the selective tonemapping gives perceptually slightly different

results from the ground truth solution. In Figure 37, the marked area highlights where the selective

tonemapping (top-right image) under-performs comparing with the results of the local tonemapping

(bottom-right image). This is done due to the small black regions inside the large white region
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Figure 33: Quality comparison of the selective tonemapping (left) versus the ground truth local
TMO (right).
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Figure 34: Example of the use of the selective tonemapping framework. Strong contrast and details
regions identified by important areas identification step. A close-up of the the output obtained with
selective (top) and local (bottom) tonemapping.

Figure 35: Selective tonemapping applied on a high contrast image. Important areas map with
superimposed VDP map (left) and tonemapped images obtained with selective tonemapping
(middle) and ground truth local tonemapping operator (right).
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Figure 36: A close-up of the tonemapped Rosette image: global TMO (left), selective tonemapping
(middle) and ground truth GPU local TMO (right).

Figure 37: Depending on the level of importancethreshold used, the selective tonemapping (top-
right) may under-performs comparing to the ground truth local tonemapping output. Important
areas map with superimposed V DP map (red dots) is given on the left.
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Figure 38: Full resolution output of the image in Figure 37 using threshold value of 0.1
(left) and 0.05 (right), showing that the under-performance has been overcome by reducing the
importancethreshold level.

in the important areas map (left image). In these regions the global component of the local TMO

is applied in our framework reducing slightly the contrast. The solution to this problem is to

reduce the importancethreshold level used to filter the magnitude of the sobel filter during the

important areas identification step. In this way, more pixels will be marked as important and will

be processed by the high quality local component of the tonemapping operator. Figure 38, shows

the improvement in these regions when the threshold value is decreased.

Finally, we have defined a gain function that accounts the frame rate and quality that a tonemap-

ping method can achieve. We define the gain function as:

GainTM = speed(fps)× quality(V DP ) (20)

where the speed(fps) is the number of frames per second that the tonemapping algorithm can run on

a real-time setting. Quality(VDP) is defined as the similarity between the results of tonemapping

method used and the ground truth solution. Since from VDP metric we get the percentage of

differences between two images, V DP% we define the quality(VDP) as:
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Table 16: Gain function results of global operator (GTM) and selective tonemapping (STM).

V DP% speed (fps) GainTM

HDR image GTM STM GTM STM GTM STM
Nave 3.70 1.47 147 94 39.72 63.95

Rosette 6.25 0.38 147 78 23.52 205.26
Memorial 5.44 2.41 136 82 25.0 34.02

Desk 17.66 2.72 95 31 5.38 11.40
Belgium 1.63 0.21 66 30 40.49 142.86

16RPP 0.08 0.04 63 44 787.5 1100.0
FogMap 0.23 0.07 63 37 273.91 528.57

quality(V DP ) =
1

V DP%
(21)

Bigger values of gain function, Equation 20, GainTM indicate better tonemapping method.

Table 16 shows the values for gain function of the global operator tonemapping , Gain (GTM)

and selective tonemapping framework. Gain (STM), when applying them on a number of still

images. Results show that in all cases, selective tonemapping is by far better than global operator

tonemapping.

5.4 Combining HDR illumination and tonemapping

Finally we obtained experiments to examine whether the application of tonemapping on the

HDR output of our proposed illumination algorithm, makes the illumination algorithm more or less

tolerant to errors.

To do that we find the perceptual difference (using the VDP metric) between the image of

illuminated scene, resulted by our algorithm and the ground truth image resulted by the brute force

solution, used to evaluate illumination algorithm, both before applying tonemapping. Then we

compare that, with the perceptual difference of the two images after applying tonemapping.
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Given that HDR images are viewed on a display at a specific exposure, we should choose the

proper exposure to use in our experiments. Under- or over- exposed images would give erroneous

results since differences between comparing images would be hidden in total black or total white

areas.

The exposure that we use in each case of our experiments has chosen to be the one the user

would most probably used to see the HDR image; that is the illuminated scene in HDR image is

clearly visible, without consider as a matter any over- or under- exposed areas in background.

Experiments has obtained in scenes without rendering the occluders. In this way we guarantee

that the errors we measure would be the maximum possible ones. This is because in case that

occluders are also rendered, they hide part of the illuminated receivers and consequently pixels

with possible errors, decreasing the actual error.

The first experiment aims to show how the perceptual error varies for different sampling rates at

illumination precomputations, before and after applying tonemapping. Figure 39 shows the scene

on which this experiment was performed. Table 17 gives the percentage of the number of perceptual

different pixels. Statistics are given for different number of samples used for FIVs computations

at illumination algorithm precomputations. Table 17, before TM column, shows the percentage

perceptual error between the HDR images produced by our illumination algorithm comparing to

HDR ground truth solution, both at the chooses exposure, while Table 17, after TM column, shows

the percentage error between the corresponding images after applying tonemapping.

The perceptual difference is decreased by increasing the number of samples used in FIVs

computations. That was obviously expected in case of HDR images, since more accurate values

for illumination are computed. The results validate that also in case of tonemapped images, the

perceptual error decreases by using more samples, even if luminance values are mapped to another

range (LDR).
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Table 17: Percentage errors using VDP metric, for the output illumination algorithm comparing
with the ground truth solution. The errors are given for the comparison of images before and after
applying tonemapping. Results are given for a varying number of sample points used for FIVs
computations.

Samples before TM after TM
32× 17× 15 5.94 2.59
64× 33× 30 0.20 0.32

256× 129× 30 0.13 0.20

Figure 39: HDR output of illumination algorithm (left) and its tonemapped image (right) for the
scene used in experiments for testing how the tonemapping affects the perceptual error for different
number of sample points used.

Results also show that the perceptual error in tonemapped luminances is drastically smaller

than the error in original luminances in case of few samples. In case of more samples we can

assume that the error retains the same since it’s only slightly increased (only about 0.1%) in case of

tonemapped images.

Figure 40 demonstrates visually the results of this experiment. Images are given for ground

truth solution and for the different number of FIVs samples used in our illumination algorithm.

Images in the figure show HDR images (at the chosen exposure) of illuminated scene, before

TM, and corresponding tonemapped images, after TM. VDP maps which show the pixels that

are perceptually visual different between the images compared, are also given. VDP map, of the
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comparison between HDR image of the ground truth solution for illumination and HDR result

obtained by our illumination algorithm, is given under column VDP map before TM. VDP maps

for the comparison of the corresponding tonemapped images are given on the VDP map after TM

column of the same figure. VDP maps are given for different number of FIVs samples used.

Image VDP map Image VDP map
before TM before TM after TM after TM

Ground truth

32× 17× 15

64× 33× 30

256× 129× 30

Figure 40: Visual perceptual differences (VDP maps) between the ground truth solution and results
obtained with our illumination algorithm. Results are given for different number of samples.
Comparisons are performed between the images before applying tonemapping and between the
images after applying tonemapping.

The next experiment that performed, was about to examine how tonemapping affects the

perceptual difference for different environment maps. The measures were taken on images produced
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Table 18: Percentage errors using VDP metric, for the output illumination algorithm comparing
with the ground truth solution. The errors are given for the comparison of images before and after
applying tonemapping. Results are given for different environment maps used to represent incident
lighting in the virtual scene.

Environment map before TM after TM
1 point light source 1.70 1.70
2 area light sources 0 0
Eucalyptus grove 11.42 8.31

by the illumination algorithm using a constant number of sample points (256× 129× 30), same

viewing parameters and same scene for all the different environment maps used. Figure 41 show

the illuminated scene before and after applying tonemapping, for the different environment maps

used in this experiment.

Table 18 demonstrates that after applying tonemapping the perceptual difference with ground

truth solution never increases. It remains static in cases of 1 point light source and 2 area light

sources, and decrease in case of Eucalyptus grove environment map. Figure 42 illustrates the results

of this experiment.

Based on the above experiments we conclude that the application of tonemapping makes the

perceptual error smaller in most cases. This can be explained as described below. Pixels covering

the background in all compared images (before/after applying tonemapping, FIV illumination/

ground truth result) do not have any error, since in that part of the image the environment map

appears, which is not affected by illumination. The error appears in the foreground part of the

images where the shades objects exist.

For comparison of images before tonemapping application, such exposure was chosen so the

values of pixels in the foreground lie in the displayable range. This means that about all pixels in

the foreground have values between 0.0 and 1.0. In contrast in the tonemapped images, all pixels
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of images have values between 0.0 and 1.0 that means the values of pixels at the foreground have

values in a smaller range.

Since values of pixels that may have error (foreground pixels) varying in a greater range in case

of images before application of tonemapping than in case of tonemapped images, the difference

in values of corresponding pixels is expected to be bigger in the former case; thus the error in

comparison of images after applying tonemapping is reduced. We can exploit this fact to save

resources in illumination computation.

Figure 41: HDR output of illumination algorithm (left) and its tonemapped image (right) for the
scene used in experiments for testing how the tonemapping affects the perceptual error for different
environment maps. Environment maps used are: 1 point light source (top), 2 area light sources
(middle), Eucalyptus grove (bottom).
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1 point 2 area Eucalyptus grove
light source light sources environment map

Before TM

Ground truth

Illumination algorithm

VDP map

After TM

Ground truth

Illumination algorithm
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Figure 42: Visual perceptual differences between the ground truth solution and results obtained
with our illumination algorithm. Results are given for different environment maps. Comparisons are
performed between original HDR images at chosen exposure before TM and between tonemapped
images after TM. Corresponding VDP maps that indicate the pixels that are perceptual different are
given. Numerical values for the differences are given on the Table 18.



Chapter 6

Conclusions and future work

6.1 Introduction

In this chapter we discuss the strengths and weakness of the algorithms proposed in this thesis

for illumination and tonemapping. Finally we discussed the application of tonemapping on HDR

images produced by the illumination algorithm. Furthermore we propose future work that can be

done in the three directions.

6.2 Illumination

The proposed method can compute diffuse illumination with soft-shadows for fully dynamic

receivers, Figure 25, moving occluders and all-frequency environment maps at real-time frame

rates. Frame rate and memory requirements are independent of the number of light sources and

the number of vertices of the occluders. Frame rate depends only on the number of occluders in

the scene while the memory requirements depends on the number of sample points used and the

different type of objects in the scene. The size and the complexity of the objects in the scene do

not affect the computations for illumination at run-time. Moreover, run-time computations are not
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affected by the number of light sources. The last two properties allow us to increase the realism in

the rendered image, by having high-resolution models and an arbitrary number of light sources

without any cost at run-time computation. Our technique requires only moderate memory space

and has relative fast precomputations. It can run real-time for very complex scenes, Figure 26, with

low measured error, Figures 18, 19, 22 & 23.

The main contribution of our technique is the factorization of a new notion that we introduce,

the fullsphere irradiance. The factorization allows us to precompute and store, in only a 3D color

vector, the contribution to illumination from an arbitrary number of light sources on a reference base

system, without requiring the knowledge for the receiver’s normal in advance. The precomputed

values can be transformed, in a very fast way (using only a dot product), to the irradiance arriving

from the light sources, once the normal of the receiver is known.

The main limitation of our technique stems from the fact that the precomputed values of FIVs

encode the environment map information, rendering our technique applicable only for scenes with

static light sources.

Another limitation is that occluders can only be moved in the space, but they can not rotate,

since the placement at sample points of the occluder at the preprocessing, define the occluded light

sources which their contribution is encoded within the FIV. This limitation can be eliminated by

taking samples, not only at different positions of each occluder, but with different rotations as well.

However, this solution will make the precomputations more expensive and increase the memory

requirements of the algorithm. A more sophisticated solution is needed for this.

The proposed method can be improved in a number of various ways. It currently accounts only

for diffuse reflectance. Consideration of the specular reflection component would increase the real-

ism of the illumination. Our technique could be extended to account for Phong-style specularities,

for a fixed view direction. In such case the bisector between the incoming illumination and the
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viewing direction is known. We could do that by computing fullsphere irradiance factorization in

terms of the bisecting vector h and receiver normal N, storing a FIV for each of the cosine power,

in a similar way that we factorized intensity of each direction Li with N. For higher powers of

the cosine, more factorizations would be needed. For specularities for arbitrary viewing direction,

it does not seem to be a straight forward way to do that using only the factorization. A more

challenging effort would be required to extend the method to handle this cases as well.

Precomputed FIVs are stored in a texture in order to pass the values within the shader. It seems

to be a pattern between FIVs for different samples, as it can be seen in Figure 9. Finding a pattern

between samples, it can be used to approximate the values of FIVs of positions between the samples

for which FIVs have not been computed. With this approach we would be able to have continuous

values of FIVs and not only those at sample positions, without increasing the memory requirements

by computing FIVs at more sample positions. This will allow us to precompute FIVs only for a

small number of sample positions.

Another direction that this work can be extended is using adaptive sampling for the sample

positions that occluders are placed at preprocessing for FIVs computation. Occluders geometry

should be consider in such case. Instead of taking samples on a number of positions at different

concentric spheres, as we do with current implementation, the samples should be taken based on

the outline of occluder, Figure 43. The environmental lighting should also be taken into account

for adaptive sampling. Areas around the occluder that are affected by high frequent parts of the

environment map should be sampled in a more dense way than other areas.

Another way that algorithm can be improved is the elimination of precomputations. Online

computations of FIVs can be computed only at samples needed (i.e. a receiving point exists),

reducing the total time needed to compute FIVs. Considering that the precomputation of FIVs for

all sample positions for the Figure 18 left, with current CPU implementation of precomputations,
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Figure 43: Sampling at concentric spheres (left) and adaptive sampling (right) based on the outline
of the occluder.

took only 3 minutes, we speculate that computations of FIVs at run-time, at least at interactive

rates, is feasible using a GPU implementation. For real-time computation of the diffuse irradiance

environment map the proposed technique of [63] can be used. By having no precomputations, we

will be able to have fully dynamic conditions such as deformable occluders and dynamic lighting

conditions.

6.3 Tonemapping

6.3.1 GPU local tonemapping

The first approach, we followed in this thesis, in order to have real-time tonemapping, was to

use a hardware implementation of a state of the art local TMO [5]. Despite the level of acceleration

we achieved, the quality of the output image is maintained when compared with the output image

obtained with the corresponding original CPU implementation. We also showed that the overhead

introduced by the GPU implementation of the TMO to the rendering process is imperceptible, for

high resolution frames, in term of fps. We compared the results we obtained with two previous

works [25, 42], and showed that the implementation used in this thesis has superior quality and

speed.
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Even though using this approach we are able to have real-time frame rates, in case of high

resolution frames, speed is decreased to only interactive rates. A more sophisticated method to do

that should be used. This led us to the concept of the selective tonemapping.

6.3.2 Selective tonemapping

In this thesis we introduced the concept of selective tonemapping and outlined a framework

which is able to accelerate a GPU implementation of existing local TMOs by exploiting knowledge

of the HVS. Selective tonemapping applies the computational expensive local component of the

TMO only on the areas that are assumed as important. The proposed framework has been included

into a real-time setting allowing an easy integration into the rendering pipeline. Our method

does not require any modification of the rendering pipeline and provides an efficient solution for

real-time tonemapping.

The selective tonemapping gives a speed-up over existing local TMOs and achieves computa-

tional performances close to those gained with the corresponding global component of the local

operators. We demonstrate the ability of our technique to achieve real-time performances on large

resolution HDR images while being able to keep the quality of the ground truth tonemapping

operator. We presented an exhaustive quality evaluation of the output obtained by our framework;

showing how it is able to achieve quality comparable to the original local TMO.

An important feature of our framework is that there is no need to modify the GPU implementa-

tion if a different TMO is applied. The modularity of the framework enables us to concentrate on

improving each of its individual parts independently.

In addition, we showed that the framework is able to localize automatically the strong contrast

and detail regions in a rapid manner and obtain results that preserve the contrast and details of the

input image. These results are then compared with those obtained using more sophisticated visual
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attention models, such as the one used by Cadik [8], showing that our technique can overcome

the artifacts introduced by visual attention models. Moreover, this technique presents an efficient

memory usage, when compared with traditional methods, due to the reduced information required

to localize the strong contrast and details areas.

Future work needs to investigate how to exploit temporal coherence between multiple frames in

order to enable at least significant parts of the importance areas map to be reused. Other direction

that future work can be driven is to generalize the concept of importance in the computation of

important areas map in order to cover conceptual important pixels as well. For example in a

computer game the main character may be assumed as important and pixels covered by it can be

processed with the high quality local component of the tonemapping operator, even though it may

not have high contrast areas.

6.4 Combining HDR illumination and tonemapping

In this thesis a real-time illumination algorithm for dynamic scenes has been developed.

Using HDR environment maps, to represent the lighting conditions in the scene, the algorithm

produces images of illuminated scenes with HDR values. In order to display the HDR images that

are produced by the illumination algorithm, on an LDR display, we use the proposed selective

tonemapping, that is able to run at real-time frame rates. A full rendering system, that is able to

compute illumination in high dynamic range of luminances and display tonemapped frames, has

been developed.

We evaluated the way that tonemapping affects the tolerance to errors of the proposed illumina-

tion algorithm. Results show that in most cases, the application of tonemapping reduces the visual

error that is perceived. We can exploit this fact, to save resources at illumination computation. For

example, less samples can be used for FIVs computations and still have adequate quality in results.



100

Future work needs to determine specifically how usage of memory and spending time for

computations should be adapted, because of the tonemapping, at illumination algorithm. Moreover

adapting sampling for FIVs computation can be used in a selective way as in case of selective

tonemapping. Important areas around an occluder should be defined and costly computations

should be apply only on these areas. In case of illumination algorithm, this is interpreted as using

more dense sample set in these areas and a rear sample set on the rest.
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[20] Frédo Durand and Julie Dorsey. Fast bilateral filtering for the display of high dynamic range
image. In Proceedings of Siggraph 2002, pages 257–265, 2002.

[21] Philip Dutre, Kavita Bala, and Philippe Bekaert. Advanced Global Illumination. A. K.
Peters, Ltd., Natick, MA, USA, 2002.

[22] Cass Watson Everitt. High-quality, hardware-accelerated per-pixel illumination for consumer
class opengl hardware. Master’s thesis, Mississippi State University, Mississippi State,
Mississippi, May 2000.

[23] Tim Foley and Jeremy Sugerman. Kd-tree acceleration structures for a GPU raytracer. In
Graphics Hardware 2005, pages 15–22, July 2005.
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