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ABSTRACT 

The field of medical imaging has significantly changed over the years, becoming both an integral part of 
health care and an increasingly important area of research spanning many disciplines. As the title of this 
paper suggests, one interesting result of this evolutionary process has been the fusion of traditionally 
disjointed yet highly interrelated areas: from computer vision and image processing, through graphics 
and visualization, to the integration of creative immersion and robotics-based mechanisms for 
interactively manipulating the information.    As a result of these innovations, medical imaging has 
continued to re-invent itself, fundamentally changing the ways in which we see, communicate about, 
learn from, and interact with, medical information. 

With this in mind, the purpose of this state-of-the-art (STAR) report is two-fold.   On one hand, the aim is 
to provide a brief summary of some of the salient methods, results, and potentially powerful trends that 
currently describe the field. On the other hand, the goal is to outline some of the remaining challenges as 
well as the possible opportunities. Clearly, the field is far too broad and complex for a single article to 
adequately reflect the technical depth and extraordinary diversity of even a small portion of these topics. 
Thus, without any claim at completeness, the emphasis will be placed on highlighting selected frontier 
research activities and applications, focussing on aspects related to vision, graphics and visualization 
from an interpretive (rather than tutorial) perspective.  

In addition to these discussions, a list of URLs of some of the groups actively engaged in medical 
imaging research is also included. The overall objective is therefore to provide a "snap shot" of the field 
through a brief summary that will hopefully serve as a useful source of information for those wanting to 
learn more about the field, and, for those actively engaged in the field, a timely -and possibly 
inspirational- reference. 

 
__________________________________________________________________________________________ 
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1.  INTRODUCTION 

Since Roentgen's landmark discovery of X-rays in 
1895, the field of medical imaging has advanced 
rapidly, drastically and continually, emerging both 
as an integral part of health care as well as a focus 
of research activity. The evolution of the field has 
been the result of several converging forces.  One 

influential factor has been the emergence of 
increasingly powerful hardware and software 
systems, which, spurred by accompanying 
reductions in costs and functionality, have resulted 
in wider accessibility and the gradual creation of 
some standards [Sof98; Sha98].   For instance, it 
has been pointed out that the capabilities of most 
advanced graphics workstations built as recently as 
1990 are comparable to (if not lesser powerful 
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than) those of off-the-shelf consumer products of 
today, such as Nintendo’s Ultra 64 video game 
[Sof98].   
 
Innovations in image acquisition technologies have 
also taken place, including modalities capable of  
capturing the dynamics of heart muscle motion or 
brain function.  The flexibility of image acquisition 
systems, coupled with increased computational 
power, have enabled  researchers to contemplate a 
diversity of new medical applications.  One 
interesting result of these changes   has been the 

fusion of largely disconnected yet  interrelated 
areas: from computer vision and image processing, 
through graphics and visualization, to the 
integration of creative immersion and robotics-
based mechanisms for interactively manipulating 
the information.   An example of this convergence 
of disciplines is illustrated in Figure 1, which 
shows a simulation and rehearsal environment 
incorporating deformable anatomical models and 
force-feedback interaction, developed by 
researchers at INRIA [Aya97; Aya98; Cot96; 
Cot99a; Cot99b] and discussed later in the paper.     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As the field has evolved, so has its intellectual 
reach.  Traditionally disjointed yet  interrelated 
areas are frequently used in order to address 
emerging technical issues and challenges. An 
overview of some of the computational tasks that 
can generally be involved in the medical imaging 
process is shown in Figure 2, which will serve as a 
roadmap for our discussions.  As suggested in this 
figure, the sequence of steps associated with the 

acquisition and subsequent utilization of medical 
imagery has changed significantly over the years, 
evolving from a task primarily based on the visual 
inspection of 3D structure projected onto  2D 
planes (such as film) to a process involving 
sophisticated methods and tools that incorporate a 
diversity of technologies and which can support 
different applications.   

 

FIGURE 1 Simulation of a surgical 
operation on the liver. Interaction 
with the deformable model is 
through a force feedback system. 
Courtesy of Nicholas Ayache, 
Stephane Cotin, Hervé Delingette,
INRIA, France [Aya97; Cot96; 
Co99a; Cot99b; Del98]. 
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• DATA STRUCTURE
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• CLINICAL (NON-IMAGE) DBs AND KBs

 
FIGURE 2  Sequences of stages in Medical Imaging.
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  As suggested in the 
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eprocessing, including 
cretization,  and  other 
 steps.   For brevity, 

ewed as the creation or 
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ta given a specific 
ature extraction and 

al image fusion,   and 

e creation of visual and 
s of the extracted 

information, including rendering and display, and 
building  mechanisms to support interaction.    
 
(iv) interaction, centered on providing diverse 
modes of interaction that  facilitate users’ goals and 
tasks, including  visual, tactile, aural, and force-
feedback and remote interactions.   
 
The order in which the various stages shown are 
invoked is generally non-linear and possibly 
cyclical.  In addition, the types of user can also 
vary to include physicians, researchers, clinical 
technicians, students or trainees, and 
manufacturers, among others. It should also be 
stated (rather emphatically) that the design of the 
user interface (UI) or interaction mechanism is 
perhaps the most important component in the 
process.   
 
With this in mind, the present paper attempts to 
provide a "snap shot" of the field, highlighting 
some of the representative frontier research 
activities and selected illustrative applications 
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without any claim at completeness.    In closing the 
introduction, a few observations ought to be made. 
Firstly, we acknowledge the contributions of many 
colleagues who provided valuable and timely 
information for the preparation of this document; a 
list of their names (and URLs) precedes the 
bibliography.  Secondly,  this STAR report will 
hopefully inspire others to generate subsequent, 
more complete and improved versions. Thirdly, the 
discussions are placed in the context of creative 
research ideas that, while promising and exciting, 
nonetheless are largely investigative in nature,  
underlining  the need for extensive validation and 
integration into the clinical environment in order to 
demonstrate their  overall clinical utility. 
 

2.  DATA CREATION  

To construct useful models that can be quantified, 
visualized and manipulated, it is first necessary to 
acquire image data, and, as appropriate, preprocess 
this information.  Table 1 summarizes the basic 
acquisition modalities of X-ray, nuclear medicine 
(NM), magnetic resonance (MR), and ultrasound 
(US) imaging.  The theoretical underpinnings 
related to these modalities, as well as related  
engineering and instrumentational issues, are amply 
documented in the literature [Rho97; Udu91; 
Sty91;  Shu92]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Computed tomography (CT) was in
1970s, allowing the acquisition 
slices (or cross sectional views
"stacked" contiguously to produce
More recently, the introduction of
enabled continuous acquisition whi
automatically advanced across the C
Angiography, using both X-ray an
provides vasculature informatio
medicine (SPECT and PET) im
functional or physiological process
distribution of blood flow in the h
brain metabolism as a function 
stimuli.    Another innovation is fun

 

MODALITY 

 
BASIC CHARACTERISTICS 

 
VARIATIONS 

 
RELATIVE 
DATA SIZE 

(MB/Image) (MB/Exam) 

 
 
 
X-RAY 

• Transmission Modality 
• Measures Beam Attenuation  
• Indicates Relative Tissue Structure & 

Density 
• Ionizing EM Radiation 
• Used in Diagnosis, Therapy & Monitoring 

• Planar 
Projection Xray 

 
• CT 
• Spiral CT 
• Angiography 

0.8                   04 
 
 

0.52                13 
 

0.8                  32 

 
NUCLEAR 
MEDICINE 

• Emission Modality 
• Measures Radioactive Counts 
• Indicates Metabolic Uptake or 

Physiologic Process 
• Ionizing EM Radiation 
• Used in Dx, Rx & Monitoring 

 
• PET 
 
• SPECT 
 
• Gated 

 
 

0.13                0.8 

 
 
ULTRASOUND 

• Transmission Modality 
• Measures Changes in Characteristic 

Impedance 
• Indicates Relative Change in Structure & 

Motion 
• Non-Ionizing US Waves 

 
• Planar 

Projection US 
 
• Doppler 

 
 

0.3                  11 

 
 
MAGNETIC 
RESONANCE 

• Transmission / Emission 
• Measures Currents Induced by Nuclear 

Magnetic Moments 
• Indicates Molecular Structure & 

Dynamics of Tissue 
• Non-Ionizing EM Radiation 

• 2D Slice 
Acquisition 

• MRA 
• t-MRI 
• f-MRI 

 
0.5                 16 
TABLE 1  Image Processing Sequence
 Ezquerra 1999. 
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 a data volume.  
 spiral CT has 
le the patient is 
T image plane.  

d MR imaging, 
n.  Nuclear 
ages measure 

es,  such as the 
eart muscle  or 
of neurological 
ctional MRI (f-

MRI), which generates images that are indicative of 
functional activity within small time intervals 
[Bis96; Bull96; Xio96].  A recent advance is the 
generation of tagged MR images, wherein 
subvolumes of tissue are magnetized along planes 
separated by several millimeters such that these 
planes appear as "tag" lines in the 2D images 
[Pri92; Par95; Ami98; You95]. By successively 
acquiring a series of tagged images, possible 
distortions of the tissue become visible as 
displacements or distortions of these tag lines.    An 
example of tagged-MR images is given in Figure 3 
[Pri92]. 
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Potentially significant  advances have recently been 
made is in  the field of three-dimensional 
ultrasound [Cai99; Pra98; She98; Ste94] and also 
intravascular ultrasound (IVUS) [Leu95].  An 
illustrative example is the work carried out by 
Sakas and his group at the Fraunhofer Institute in 
Darmstadt, Germany.  In a project spanning several 
imaging applications called InViVo,  this group is 
exploring methods for improving the quality, 
reliability, speed and delivery costs associated with 
3D ultrasound [Sak98; Sak97].  Multi-resolution 
interactive filtering techniques  are used to enhance 
the images, while semiautomatic segmentation is 

used for extracting structures of interest [Wal95].  
This is followed by surface reconstruction to create 
3D surface representations of relatively large 
organs or, in the case of prenatal assessment, the 
entire fetus [Sta89; Sak97].  The diagnostic value 
of the method is three-fold: as a method for 
detecting small regularities of the fetal surface, by 
providing a better overall impression of the fetus 
compared to 2D images, and by offering the mother 
a more intuitive impression of the unborn.  Figure 4 
shows an example of the US imagery that is 
currently possible with this approach [Sak98].   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3  Tagged MRI of a short axis plane of the heart. Courtesy of Jerry L. Prince, IACL Johns 
Hopkins University [Pri92; Den95]. 

FIGURE 4  Interface of Invivo-ScanNT displaying a semi-transparent volume rendering of a foetus (notice 
the fingers). Invivo-ScanNT provides a powerful visualization software for generating 3D images within a 
few seconds on low-cost computers under routine clinical conditions. Courtesy of Georgios Sakas, 
Fraunhofer IGD/Germany [SAK97; SAK98].  
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Other imaging modalities, such as thermography,  
confocal microscopy and magnetoence-
phallography [Sak97; Tog96], have become 
increasingly important since they can offer 
different informational content and/or provide data 
at  very different scales.  One interesting example is 
the work of Streicher, Weninger  and collaborators, 
who are creating visualizations of sub-microscopic 
specimens [Wen98]. In their work, methods are 
being developed to perform both 3D reconstruction 
and visualization of histological sections using 
automated congruencing of histological serial 
sections, as well as 3D reconstruction of 

morphological structures from physically sectioned, 
paraffin embedded specimens at sub-microscopic 
resolution. An example of some of their work is 
illustrated in Figure 5, which shows the results of a 
new episcopic method for rapid 3D reconstruction 
applied to embryology.  As suggested by this 
example, the visualization and interaction methods 
currently available are  generally applicable to most 
modalities.  These innovations point to some of the 
most promising current trends in medical image 
acquisition.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Other advances have occurred, such as the trend 
toward open architectures and incorporation of off-
the-shelf (OTS) tools and software [Nei93; Sof98] 
as well as dedicated graphics hardware 
development  [Cub4ONL; Ake93; Fuc89], and the 

emergence of some standards such as the DICOM 
guidelines [NEM98ONL].  
 
Once information is  acquired (possibly using 
several  modalities), a series of 2D slices or cross 

FIGURE 5  3D-reconstruction of the surface and the skeletal rudiments of the hind limb of a Theiler 
stage 22 mouse embryo from serial histological sections. The vertical lines stand for the axes of drill 
holes that serve as external markers for automatic congruencing. Courtesy of Johannes Streicher, 
University of Vienna [Wen97; Wen98]. 
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sections through tissue is generated. At this point, 
the data set needs to undergo a number of 
additional preprocessing steps, including correcting 
for image distortions [Sty91; Shu92], and steps 
designed to discretize (or voxelize) the volume  
[Udu91] using a variety of well established 
methods  [Kau91; Kau94; Mar94; Bar94a].  In 
addition to these steps, the imagery is frequently 
processed to  improve the signal-to-noise (SNR) 
ratio [Bah90; Bal82; Har92] and enhance certain 
signal characteristics  [Ros82; Opp75; Jai89].  
Some datasets may require special preprocessing 
due to the acquisition method employed. An 
example is US, to address -and take advantage of- 
the characteristics of speckle  (such as its texture 
properties) [Cze98; Gia99; Roh97].  Additionally, 
3D US data acquisition is sometimes achieved 
through  methods that result in asymmetrical 
distributions of data points  [Tre98a], for which 
newly developed  preprocessing methods  have 
recently been developed [Gia99; Jac99; Tre98a].  
Other preprocessing steps include  constructing 
binary-valued or multiply-valued (grey-valued) 
volumetric representations  [Dre88; Lev88; Che85] 
and related data representations such as octrees 
[Lau91; Fol90; Wat93]. Additional information can 
be created or introduced, such as other images or 
reference models, non-image  information derived 
from clinical  DBs or  knowledge bases [Ezq99; 
Sak97; Höh95], and/or links to related hypermedia 
or multimedia sources [Tre96]. 
 
 

3.  ANALYSIS 

Once the desired DBs and KBs have been created, 
the emphasis is placed on the analysis of all the 
available information, with the overall goal of 
extracting certain features that are of interest and 
subsequently characterizing and interpreting these 
features.  Implicit in this process, and central to it, 
is the concept of features: first defining a feature or 
a set of features, and then finding them in the 
scene. This general concept of finding, extracting, 
and characterizing features is called segmentation.  
Several definitions of segmentation have been 
proposed [Jai89;  Mar80a; Udu91], all of which are 
equally valid. Therein lies one of the main 
difficulties with this task: segmentation is 
fundamentally an ill posed problem, at times 
resembling a combination of goals, methods, and 
ideas.   From a scientific perspective, there are no 
"first principles" to invoke in segmentation, such as 
energy conservation in physics, for example.  
However, a number of techniques have been 
developed, usually classified as point-, feature-, or 
region-based operations guided by higher level 
model- or knowledge based methods [Bal82; 

Har92;  Ros82].  Some of the latest segmentation 
techniques can be sampled in [MIC98].   
 
Among well established segmentation approaches, 
connectionist techniques (i.e., methods based on 
artificial neural networks [Win92; Koh88])   have 
been used to segment 2D images [Har93; Che91], 
to interpret  3D cardiovascular SPECT imagery 
[Ezq92] and to predict myocardial function 
[deB96a].  Another family of approaches draws 
from mathematical morphology (MM) [Ser82; 
Ser88; Ron91].  This set-theoretical approach has 
been successfully used, for instance, to segment 
brain from non-brain matter (including other soft 
tissues as well as the skull) in 3D MRI datasets in a 
fully automated fashion [Mad96], and in 2D MRI 
brain imagery [Bru93]; it has also been used to 
interactively segment  tissue in MR and CT 
imagery [Höh92b; Sch92a].   An extension of the 
set-theoretical formulation is the notion of "fuzzy" 
set-membership and fuzzy connectivity methods. 
As pointed out in the recent work of J. Udupa and 
collaborators [Udu97a; Udu97b], the basic idea is 
that images are the result of a discrete, noisy and 
possibly non-linear  acquisition processes, and that 
the objects sampled through this process (i.e., organ 
tissue) are inherently heterogeneous in 
composition.  Fuzzy approaches have been 
proposed for some time to estimate, for instance, 
the percentages of different materials   contained in 
voxels [Dre88] and to describe relationships 
between anatomical structures in MRI [Men92].  
 
In the fuzzy segmentation approach currently being 
developed by Udupa et al., both the material 
composition as well as their connectivity (or 
"connectedness") are handled using fuzzy-set 
theoretical methods [Udu96].  The underlying 
fuzzy-membership functions are pair-wise 
relationships based on proximity, intensity, and 
intensity-based properties, while the computational 
challenge associated with examining all pair-wise 
combinations in an image is handled through 
innovative dynamic programming methods.  An 
illustration of the results that can be obtained from 
these techniques is shown in Figure 6, which 
compares the results obtained using different  
segmentation methods. As shown in this figure, the 
image on the right (corresponding to the fuzzy-
membership segmentation results) reveals finer 
muscle-tissue detail that is not easily visible with 
the other method.  These fuzzy-connectivity 
algorithms have been implemented and validated in 
large numbers of cases involving segmentation 
problems related to multiple sclerosis applications 
[Sam97; Udu97b], showing the viability of the 
approach.   
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FIGURE 6  Renditions of two fuzzy objects derived from craniomaxillofacial CT. (a) volume rendition 
of bone and soft tissues (b) volume rendition obtained after the bone and muscles each have been 
identified as a fuzzy connected object. The skin has been peeled away since it is not very strongly 
connected to muscles. Courtesy of  J.K.Udupa, U. Penn [Udu96; Sam97; Udu97A; Udu97B]. 
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nother potentially powerful type of approach  has 
heoretical underpinnings in  discrete combinatorial 
opology [Vor07; Del34; Ale56], a framework 
oncerned with mathematical descriptions of  shape 
nd topological characteristics and operations 
including holes, tunnels, gaps,   simplicial 
omplexes, alpha shapes, skeletonization,  etc.)  
Ed94; Men75; Hen79; Cox73].  Methods based on 
iscrete combinatorial topology have been applied 
o medical imaging problems, as reported in 
Kal91; Lee93; Udu94a; Her93; Her92b; Boi85]. 
ne recent application   demonstrated the ability of 

he approach to extract  patient-specific myocardial 
ass shape   directly from 3D perfusion SPECT 

magery to create a polyhedral representation 
Ken96].  Another recent contribution, by 

ontagnat and Delingette [Mon98; Del98],  uses  
implex meshes to construct  surfaces, as explained 
ater in the context of modeling.  In a related line of 
ork, Vemuri and collaborators combine 

opological concepts with splines [Mal95].    

he concept of active contours is also used 
ignificantly in current research.  Introduced in the 

seminal papers by Terzopoulos, Kass and Witkin   
[Ter87; Kas87a; Kas87b], these active contours or 
"snakes"  are splines that deform iteratively in order 
to adapt to image features, thereby resembling a 
hypothetical snake that wiggles in the image space 
until an adequate "final shape" is found [Men93].  
The deformations are effected by a minimization 
process that takes into account two types of 
"forces" or influences: an internal force that 
represents the contour’s elasticity and flexibility 
characteristics (typically expressed as functionals 
of first- and second-order derivatives), and an 
external force that represents the features of interest 
in the image (expressed, for example, as a 
functional of the gradient of the image).   The 
approach resembles  energy-minimization process 
in physics, in that the contour seeks to find minima.  
The commonly used framework is cast as   a set of 
differential equations in an Euler-Lagrange 
formulation of the action integral (Hamilton’s 
principle), well established in classical dynamics.   
Terzopoulos, and later McInerney and others,  
further explored, extended and applied the concept 
of active contours in medical imaging to such 
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issues as image analysis, segmentation,  3D surface 
creation, and non-rigid 3D body deformations 
[Nas94a], in some cases partially addressing some 
of the aforementioned shortcomings   [Sin98; 
McI95b; Ter93; Ter92; Ter91]. 
 
A generalization of this concept, where dynamic 
models are combined with other methods, is  an 
area of  significant interest and activity in recent 
years. Along these lines,  the issue of dealing with 
different topologies within a dynamic modeling 
framework has been recently examined [McI99; 
McI97]. Vemuri and collaborators have proposed  a 
topology-independent shape modeling method that 
uses geometric curve or surface evolution 
combined with active contours [Mal95]. To achieve 
topology-independent shape modeling and 
segmentation, a curve/surface evolves as a function 
of its local curvature.  When implemented in a 
level-set framework, the surface embedding the 
lower-dimensional curve is evolved, allowing the 
curve’s position to be determined at any point 
during the evolution by simply finding the level-set 
of the embedding surface.  The level sets need not 
be simply connected, thus permitting varied 
topologies.  By making the evolving curve/surface 
sensitive to the local maxima in the image 
gradients, the desired shape boundaries of  all shape 
"candidates" in a dataset may be recovered.  This is 

akin to shrink-wrapping the shapes (objects) in an 
image or a  scene, and may be viewed as geometric 
active models.   
 
In related work,  Prince and collaborators [Xu98a; 
Xu98b] consider the diffusion of a vector field of 
an image. The basic idea is to create a vector field 
that "points" in particular directions to guide the 
active contour minimization process.  In this 
approach, the diffusion  of an underlying vector 
field is computed, such as the gradient of an edge 
map, thus acting as an external "force" field related 
to image features (in this case, the gradient). The 
resulting hyperbolic differential equations are 
solved iteratively.   The approach may improve the  
convergence to boundary concavities by providing 
an "inward flow" to influence the motion of the 
active contours.  An example of the approach is 
given in Figure 7.  In another extension of the 
active contour formalism,  proposed by  Pham and 
Prince [Pha99], the dynamic model is combined 
with fuzzy set theoretic concepts to address the 
problem of image inhomogeneities, such as 
brightness variations  in  photomicroscopy or 
partial-volume effects in MRI.  These 
inhomogeneities are modeled  with a smoothly 
varying gain field and combined with the fuzzy c-
means algorithm.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An important aspect of segmentation is motion, 
when it becomes important to account for, or 
perhaps even focus on, the spatial displacements or 
the time evolution of structures and processes 
[McI93]. Many of the previously discussed 
approaches, including active contours or active 
surfaces, geometric active models, neural networks,  
pattern recognition methods, or combinations of 
these approaches, have extensively been used to 

study motion.  For instance, in an early application 
of snakes [Hyc92],  active contours were used to 
first define the center line of a coronary vessel 
segment in one frame of a ciné sequence, and then 
used the contour resulting from this frame as an 
initial starting place to detect the vasculature 
midline in a subsequent frame, repeating this 
process to successfully track an entire vessel as it 
moved in the temporal sequence.   In other work,  

FIGURE 7  Results of a new snake algorithm based on gradient vector flow (GVF). "GVF Snakes" 
have been shown to solve two key issues concerning snakes: the problem that snakes cannot move 
toward objects that are too far away and secondly, the problem that snakes cannot move into 
boundary concavities or indentations (such as the top of the character U). Courtesy of Jerry L. 
Prince, IACL-JHU [Xu97; Xu98a; Xu98b]. 
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4D cardiovascular processes have provided a useful 
setting in which to explore various models of 
dynamics [Dun95].  For instance, tracking of the 
left ventricle (LV) using superquadrics has been 
explored  in [Bar94b], while motion estimation has 
been studied by several investigators using spatially 
constrained velocities [Mey95], shaped descriptors 
[Dun91], volumetrically deformable models 
[Par95], and B-surface reconstruction [Ami98].  
One of the most active areas of research is the 
study of motion using MR and US data, such as 
tagged-MR image sequence data  techniques 
[You95; Pri92; Pap98; Par95], including left-
ventricular [Par95] and right-ventricular [Hab98] 
motion analysis, and interactive cine-3D 
segmentation methods [Pap98]. Motion analysis 
also plays an important role in US data 
segmentation and analysis [Glo99a;  She98; 
Sak97].  
 
Other approaches employ region-growing 
techniques, connected-component analysis, the 
computation of discontinuities  [Can85; Der87; 
Mar80b; Bom90] or consider  reaction-diffusion 
and anisotropic diffusion equations  [Per87; Tek95; 
Ger92], which can be combined together and/or 
with preciously cited techniques.    Examples 
include the extraction of myocardial mass from 3D 
SPECT imagery [Mul95], and the interactive 
segmentation approach reported in [Höh92b; 
Sch92a]. Spectral analysis methods  continue to be  
employed to study, for instance,  image harmonics 
[Cai99; Dun95], phase information in US imaging 
[Mul98; Jac99], and texture properties that would 
permit the decorrelation of selected signals  from 
others [Wu90]. Other transformations  include 
fractal decomposition  [Lev92] and the wavelet 
tranform [Mal98; Aus92; Mal89; Don94; Fan96].  
Along these lines,  Lai and Vemuri have developed 
a computationally efficient algorithm for 
reconstructing signals in noisy scenes using a 
"preconditioning" method [Lai97]. They consider 
the optimization process associated with geometric 
active contours/surfaces [Mal95], which results in 
elliptic partial differential equations.  The 
preconditioning is achieved using a wavelet-basis 
approximation of the spectral properties of the 
smoothness constraints imposed on the geometric 
active contours/surfaces.  Another recent idea is the 
expansion of temporal data in terms of a family of 
basis functions called Brushlets [Aus92; Mey97], a  
decomposition into patterns of oriented textures 
that can be viewed as distinctive "brush strokes" of 
particular dimensions, an approach that may prove 
useful in separating noise from signal 
characteristics in such applications as US imaging 
[Mul98; Jac99].   
 

Multiscale representations are also widely used to 
study details at different levels of resolution.  
Applications include vessel enhancement [Hoo98;  
Kol95], image enhancement [Fan96], edge and 
ridge detection [Lin98a; Lin98b], curvilinear 
structure segmentation [Sat97a; Sat98a; Sat98b],  
line segmentation with width estimation [Lor97], 
and symmetry considerations  in terms of medial 
axes [Mor93].   Watershed-based approaches 
[Vin91; Gau93] are currently being applied to find 
ridges and valleys  [Lin98b; Mad93; Gon91; 
Piz90], to detect vascular structure [Obr94; Liu93; 
Ron89], and have been applied to angiographic 
cine sequences, MRA, biplane angiography, and 
other imagery [Dui99;  Lor97;  Mad96]. 
 
It is possible to guide the segmentation algorithm, 
or improve the segmentation results, by invoking 
some type of domain knowledge,  including model-
based [Gri89; Lam88] and knowledge-based  
[Buc84; Cha85; Nat91; Win92] approaches.  
Model-based applications include anatomical 
models used for brain image segmentation and 
surgical planning [Kik96], segmentation using  
probabilistic spatial distributions of various 
structures obtained from 22 MRI studies [Ata95], 
and a combined model- and knowledge-based 
method for segmenting 3D myocardial mass 
[Ezq96a], and for segmenting and labeling arteries 
[OBr94; Ezq98]. 
 
The idea of matching  two sets of points is also an 
important part of analysis [Van93b; Cov91; 
Lam88].  Landmark-based matching, wherein the 
matching is done by identifying corresponding 
landmarks in both sets, is commonly used in 
medical imaging.  A specific example of landmark-
based matching arises in the case of stereotaxy, 
which are fiducial markers  are placed on the skull 
or obtained by placing the patient's head into a 
frame that provides the spatial reference.   In this 
manner, a 3D model (created using MR and CT 
patient-specific data) can  serve as a 3D roadmap  
with which to  precisely determine the exact 
position of lesions and landmarks for subsequent 
matching [Kee96; Mol98].  Non-rigid 
transformations (or elastic matching) [Bes92; 
Ben94; Bac83] have also become widely used in 
medical imaging.  Examples include spline 
interpolation or approximation [Roh98; Boo89] and 
surface-based matching methods  [Sze96; Tho96].  
Differential geometrical features [Car76], such as 
those associated with ridges, have also been 
explored for matching purposes [Gou94].  These  
differential-geometry operations have also been 
combined with other constraints  [Ben95] and 
landmarks [Har99; For98b], and have been used to 
characterize  surface structure geometry such as 
ridges [Aya93] and crest lines [Gue93].  An 
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illustration of these approaches is the work of 
Stiehl and collaborators, who consider detection of 
landmarks, registration, and modeling of compound 
structures.  In this work, a framework is created 
that incorporates differential operators,  
uncertainty, local image attributes (such as 
orientation of local image structure), and dynamic 
biomechanical brain models based upon linear 
elasticity theory [For98a; Fra98a]. These concepts 
have been extended to include other 
transformations, such as  a technique that uses  the 
medial axis transform  in the context of 
multiresolutive stochastic 3D shape matching 
[Vem93] and deformable Fourier models [Sta92].   
 
Matching is also being explored in the context of 
dynamic (or physically-based) methods [Met93; 
McI98].    An example is the work of Vemuri and 
collaborators, who have been concentrating on 
algorithmic efficiency for intra-modality image 
registration [Vem98].  In this investigation, the 
approach involves estimating the unknown 
transformation between the two images to be 
registered.  The transformation space is represented 
by B-splines that can handle both local and global 
transformations.  In the local transformation case, 
every point of the image undergoes a different 

transformation, while in the global case, all the 
image points undergo the same transformation.  
The researchers have developed a modified 
Newtonian scheme that involves precomputation of 
the Hessian of the objective function and thus does 
not require its computation at every iteration 
(unlike the case of standard iteration).  This 
precomputation results in significant computation 
speedup. 
 
Another illustration of deformable models used for 
matching a template of an organ  is that developed 
by Montagnat and Delingette and described in 
[Mon98; Mon97; Del98].  In this approach, a 
reference model has been created from the Visible 
Human dataset [Ack98].  Using properties of 
simplex meshes,  the reference mesh is deformed 
using hybrid local and global constraints.  
Following rigid and affine (non-rigid) registration, 
the hybrid deformations are introduced which can 
produce different levels of detail.   The sequence in 
Figure 8 summarizes these steps to register  a 
template of a liver to segment a patient’s liver, 
which will subsequently be textured and used in a 
hepatic surgery simulation system, as described 
later. 
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FIGURE 8  Segmentation of a liver from abdominal CT-scans. Using properties of simplex meshes, 
a reference mesh is deformed using local and global hybrid constraints. Courtesy of Nicholas 
Ayache, Hervé Delingette, Johan Montagnat and L. Soler, INRIA, France [Del98; Mon98; Mon97]. 
 Ezquerra 1999. 

me algorithms based on iterative point matching 
ha93] and on maximization (or optimization) of 
tual information (MI) show promise in terms of 

bustness and independence of landmark selection 
ol95; Mae97].     Optimization of MI can be 
wed as a way to drive the automatic affine 
istration of the  datasets to be matched, for 

ample, by driving automatic thin-plate spline 

warping [Mey98].   Recent applications in  
neuroanatomical MR  image registration using 
maximization MI methods have been reported in 
[Wel96; Lev98a].  In a closely related approach,  
the results of a registration step are evaluated at 
every point of the combined volume using voxel 
similarity measures based on intensity values 
[Stu96; Wel96], where a coarse match is improved 
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by adjusting position and orientation until the 
mutual information between both data sets is 
maximized.   Parameter-free elastic deformations 
for both 2D and 3D image registration are also 
described in [Pec98; Pec99], while 3D-to-2D 
matching [Lav91] and registration is important for 
image-guided applications.   
 
Part of scene interpretation is labeling, which is 
useful in recognizing, classifying, and studying in 
greater detail specific features or components found 
in a complex scene.   In this regard, Höhne and 
collaborators at the University of Hamburg have 
created a  system that   uses a KB to provide  
spatial and semantic descriptions of morphology, 
function and blood supply within the framework of 
a brain model or Atlas (Voxel-Man/Brain) [Höh95; 
Pom94; Seb93].  In this approach, the 3D model 

embeds knowledge derived from MRI data to 
create a volumetric dataset whose voxels contain 
descriptive information. A visual summary of the 
approach is given in Figure 9, which shows a 
visualization environment consisting of the 
anatomical model and other relevant information 
that can be interactively navigated by the user, and 
a diagram showing the labeling and knowledge-
based interrelationships associated with the 
approach.  The system permits exploration of the 
anatomy on the computer screen in a style that may 
be described as a digital dissection [Pfl98; Sak97].   
As with other systems [Ezq99],  the Voxel-
Man/Brain system supports interactive 
visualization and queries, and offers a variety of 
user interactions including user-assisted 
segmentation [Höh92b; Sch92a].  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

FIGURE 9A  Symbolic modeling of human anatomy. Diagram of the intelligent volume model 
which integrates two levels of knowledge: the upper level provides a symbolic description of 
anatomical objects and their relations, while the lower level provides the spatial description of
these structures. Courtesy of  Karl Heinz Hoehne, University of Hamburg, Germany [Pom94; 
Sch95; Hoh95; Pfl98]. 
 Ezquerra 1999. 
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Labeling is also important in the reconstruction of 
3D models from limited views.   An example is the 
labeling of  arterial structure in 2D angiographic 
views, which would facilitate  the 3D 
reconstruction of an arterial model.   An example is 
an approach reported in  [Ezq98], which resolves 
image ambiguities by considering different frames 
in a sequence and employs both model- and 
knowledge-based labeling methods. The process 
first requires enhancing [Fra98b], segmenting 
[Dui99; Mas98; OBr94; Sat97a; Sat98a], and 
tracking the vascular structure over time [Hyc92] in 
order to  match and label the main vessels  in 
separate frames.  Matching and labeling are 
accomplished by using   a geometric representation 
of the coronary arterial tree [Dod92], a semantic 
model, and dynamic programming methods. The 

labeling process is iterative, converging to a global 
labeling hypothesis for the entire tree (rather than a 
labeling hypothesis for only parts of the tree).   As 
reported in [Ezq98], the results obtained from 
testing the system with numerous clinical images 
demonstrate the viability of using a fusion of 
model- and knowledge-based methods.  An 
illustration of the type of  labeling that results from 
using this comprehensive procedure is shown in 
Figure 10.   
 
Labeling of bronchial branches using model-based 
methods are also described in [Mor98].  
Connectionist methods have been used with 
relative success to segment images [Che91], to 
interpret  3D cardiovascular SPECT imagery 
[Ezq92], and to predict myocardial function 

FIGURE 9B  Investigation of anatomical structures in VOXEL-MAN/brain. The popup menu 
describes which objects are present at a user-selected point, and how they relate to other objects. 
Courtesy of  Karl Heinz Hoehne, University of Hamburg, Germany [Pom94; Sch95; Hoh95; Pfl98]. 
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[deB96a].  KB systems  have been applied to image 
interpretation, as  reported in [Dha90a; Dha90b; 
Mal96; Alc96].    
 
A fundamentally different approach to interpreting 
images uses "mining" operations applied to medical 
image DBs.  In recent work reported in [Coo99],  
innovative mining methods are explored to uncover 
possibly interesting or medically meaning 
association from medical information. The concept 
of mining is well known in business applications,  
where there is an interest in examining thousands  
(sometimes millions) of records to uncover  
associations, such as whether sales of item X 
accompanied sales of item Y, for instance.  With 
this in mind, "mining" or "knowledge discovery" 

algorithms have been proposed  to uncover such 
patterns [Agr93; Ull88].  As reported in   [Coo9], 
the goal is to modify these mining algorithms such 
that they can be applied to cardiovascular image 
and non-image data, with the overall objective of 
uncovering potentially useful patterns that might 
provide evidence of coronary artery disease. A 
schematic depiction of the overall process is shown 
in Figure 11. The preliminary results, as reported in 
[Coo99], show that carefully constructed mining 
algorithms coupled with medical imagery and other 
DBs can discover patterns and associations relating 
disease to clinical findings.  A related concept is 
that of retrieving images, which may also prove 
useful for indexing into large image DBs [Dec95]. 
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FIGURE 10  Labeling of arteries resulting from a unified model- and knowledge-based 
approach [Ezq98]. 
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FIGURE 11  Overview of knowledge discovery resulting from mining medical image databases 
[Coo99]. 
 Ezquerra 1999. 

 SYNTHESIS 

e overall objective of this stage is  to synthesize 
 image or mode, creating representations of the 
uctures or processes of interest, and subsequently 
playing these models in an appropriate manner 
t can convey the structural and dynamic 

aracteristics, while also supporting various types 
 user interaction.    In terms of the  foundational 
inciples, readers are referred to a wealth of 
erature devoted to describing the  methods of 3D 
aphics and animation [Fol90; Wat93], interactive 
ualization [Nei97; Man94; Bro92], display 
rdware considerations [Sof98], and numerous 
rveys, reviews and tutorials in the context of 
dical imaging applications that have been 
blished recently [Sha98; Gro98; Rho97] and over 
 last few years [Bar93; Udu91; Sty91; Höh90a].    

 medical imaging, both surface- and volume-
sed methods are currently being applied to 
ualize medical imagery. 

One of the first methods used to represent and 
visualize surfaces from medical volume data was 
the Cuberille model [Che85], where a grey level 
volume is first binarized, and a list of square voxel 
faces is subsequently created to denote the borders 
between voxels lying inside and outside the object 
enclosed by the surface.   A surface extraction 
method was introduced in a seminal paper by 
Lorensen and Cline [Lor87] in which they 
described the Marching Cubes  (MC) algorithm.  
Numerous versions of the MC algorithm have been 
developed [Nin93; Wil90; Wal91], including ways 
reduce the number of polygons without appreciable 
loss in information or detail [Sch92b].  At present, 
one of the   most common approaches to achieve 
surface-based rendering is to use the MC algorithm 
in conjunction with either normal vectors of the 
polygons or grey-level gradients computed from 
the volume data  [Pom90; Tie90; Höhne86].  
Surface detail is also widely used, especially in 
augmented reality applications where a 2D image 
(for example, an ultrasound image) is combined 
with a 3D data model, such that the US image plane 
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aligns with the orientation of the plane in the 3D  
data [Sof98].   
 
Another type of  representation is through active 
surfaces [Sin98] and  active volumes [Bro95; 
Coh93], thereby providing a framework for 
describing both shape as well as behavioral 
characteristics of object surfaces and object  
interior [Cot96].  Dynamic modeling  can be further 
combined with different geometrical 
representations such as   finite-element (FE) 
modeling (FEM) .  An example of these methods is 
the  facial surgery planning and surgery training 
work of Gross and collaborators.  Part of this work, 
described in [Koc96], is concerned with creating a 
model of the human face from  CT volume data 
using prism-shaped elements, and synthesizing  
soft-tissue deformations with a physically-based 
(PB) approach within an FEM framework [Rot98; 
Koc98; Koc99].   In a related project by the same 
group, the goal is to develop a soft-tissue surgery 
trainer system as explained in [Bie98], where the 

emphasis is placed on both the formulation of 
efficient representations of the underlying 
anatomical structures with deformation properties,  
and also on the efficient computations to provide 
real-time dynamic deformations and feedback.  The 
geometrical representation is achieved using 
common tetrahedralization methods to create 
models, combined with texture mapping to enhance 
the visual realism.  The collisions between the 
tetrahedra and the virtual scalpel are calculated 
using a local collision-detection algorithm, and the 
underlying dynamics are expressed using a system 
of masses and springs attached to each tetrahedral 
vertex and edge, respectively.  Relaxation is 
performed using hierarchical Runge-Kutta iteration 
by traversing the data structures in a breadth-first 
order.  The method is partially illustrated in Figure 
12. Current investigations  center on improving 
computational efficiency, especially during cutting 
procedures.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 12  The image illustrates the internal tetrahedral mass-spring structure of the virtual tissue 
used by the ARTiST surgery simulation prototype. The edges connecting the masses are modeled as 
springs representing the elasticity of tissue. As can be seen near the cut, the tetrahedral mesh in the 
neighborhood is adaptively refined as new tetrahedra get introduced during the cut. Courtesy of D. 
Bielser, M. H. Gross, Computer Graphics Group, Swiss Federal Institute of Technology (ETH), 
Zürich, ETH. [Bie 98; Rot98; Koc98]. 
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Spring-based models have also been used in 
applications such as gall bladder surgery 
simulation, where the goal is to create shaded (or 
texture-mapped) representations of internal organs 
that facilitate interactive deformations [Cov93], as 
illustrated in Figure 13.  Superquadrics have also 
been used within a PB framework to model elastic 
behavior, such as the facial modeling work 
described in [Ess93], and in the work of [Bro95]. It 
is also possible to combine some of these 
approaches, as well as to introduce additional  
transformations of the data.  For instance, dynamic  
and topology-independent shape modeling using 
geometric curve/surface evolution is explored in 
[Mal95], while surface reconstruction using a 
wavelet-basis is reported in [Lai97]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Direct volume rendering methods are also widely 
used in medical imaging to display fine structure, 
and to highlight the contrast between hard and soft 
tissue [Sha98].   A common approach is to utilize 
ray-casting and the "additive projection" concept, 
in which the image consisted of an average of the 
voxel intensities along the parallel rays [Har78; 
Höh87], resembling   X-ray image traversal.  An 
illustration  is the  work of Groeller and 
collaborators [Cse99a; Mro99].  In one line of 
investigation, research conducted by this group 
centers on the optimization and quality 
improvement of the maximum-intensity project  
(MIP) algorithm. The work is motivated by the fact 
that occlusion can frequently hinder the 
visualization of volume information, which 
requires that the dataset  be  rotated to facilitate 
viewing from different directions.  To improve 
computational speed, this group has developed an 
algorithm  that generates MIP images using parallel 
projection and templates, such that voxels that are 
expected not to contribute to a projection based on 
neighborhood considerations are removed during 
preprocessing.  The remaining voxels are then 
stored in a manner that optimizes cache coherency 
independent of the viewing direction.  As a result, 
the method permits accelerated rendering of large 
volumetric datasets. Figure 14 typifies the type of 
visualization results that are possible with this 
method. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 13  Scene of internal 
organs with texture mapping for 
surgery  simulations [Cov93]. 
FIGURE 14  Maximum 
Intensity Projections (MIPs) 
are used to illustrate vascular 
structures [Cse99a; Mro99]. 
 Ezquerra 1999. 
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In addition to using different types of viewing 
modes, frequency-domain characteristics can also 
be used to visualize 3D data [Tot93], although 
these transformation-based methods are not as 
common as the surface- and volume-based 
rendering techniques. Newer algorithms have been 
proposed to speed up volume rendering 
calculations [Avi92; Cub4ONL]. Another 
important aspect of the visualization of data is the 
degree to which the information is faithfully 
represented and displayed. The problem associated 
with the evaluation of visualization algorithms is 
two-fold: first, there are no widely accepted 
quantitative standards with which to measure either 
image fidelity or accuracy, and second, it is also 
difficult to measure usability (i.e., the degree to 
which a particular visual rendition is useful). An 
approach to assess image fidelity is through the use 
of simulated data [Mag91; Pom90; Tie90] as well 
as data acquired from corpses [Dre89; Hem85; 
Ney91b; Pom91; Rus9; Ack98].  Other ongoing 
activities to assess image fidelity continue 
[Höh92a; Tie98; Cut91].   

5.  INTERACTION 

Over the past several years, a number of 
technologies have been introduced with which to 
see, touch, hear, or generally perceive objects or 
situations in order to meet certain task-oriented 
goals.  It is important to recognize that there are 
distinct types of perceptual channels and thus 
different levels of perceived realism: visual, 
behavioral, interaction, and collaborative realism.  
In visual realism, the goal is to create scenes that 
"look" real, i.e., combining imagery, perceived 
motion, and other visual cues that together result in 
a degree of realism that is sufficient for a particular 
application. Behavioral realism refers to the degree 
to which the system seems to "behave" as might be 
expected under specific situations, including 
interactions between physical forces such as gravity 
or collisions).  Interaction realism represents the 
"feel" of the system: i.e., how behaves or responds 
when the user interacts with it. Collaborative 
realism refers to the degree to which remote 
communications, such as point-to-point or multi-
point connections between geographically 
dispersed, appears real. 
 
To support the creation of these types of realism, 
novel interaction devices and environments have 
emerged in areas commonly known as virtual 
reality (VR) or virtual environments [Bar95; Kal93; 
Hof97], and augmented reality (AR) [Azu97]. The 
overall goal of these systems is to establish a sense 
of "presence" from the user's perspective. A closely 
related notion is the concept of an avatar, which 

can be viewed as an agent or a symbolic figure that 
inhabits, and interacts within, these virtual 
environments (akin to the way an iconic figure that 
represents a human player in a video game 
constitutes that player's avatar). In the medical 
imaging context, a virtual model used for surgery 
rehearsal might be considered to be an avatar of the 
real patient leading to the notion of a patient avatar 
[Sat99], which can be viewed as a complete 
representation of a person's anatomy.  
 
There is a significant number and variety of tools 
and devices, including those that exploit human 
binocular capabilities (e.g., head-mounted displays 
(HMDs), boom displays) , force feedback (FFB) or 
haptics devices, and subsystems for tracking and 
providing a sense of orientation (propioceptive)  
[Bau96; Che98; Aya97; Aya98; Che98; Cot99a; 
Cot99b]. Other systems simultaneously combine 
several input and output subsystems to create 
immersible environments where the sense of 
presence is heightened such as the Cave and 
Workbench systems [Kru94].  The algorithms, 
hardware and software systems, robotic 
subsystems, peripherals, tools, and techniques 
underlying  these concepts span several areas and 
years of work, and have been used in a number of 
medical applications, as summarized in [Sof98; 
Sha98; Daw98; Gro98; Kra98]. 
 
Since user interaction can involve such complex 
tools and techniques, the concept of a user interface 
takes on a broader -and more important- meaning. 
It thus becomes vital to invoke human-computer 
interaction (HCI) principle and methods for 
properly designing a user interface (or interaction 
mechanism) [Sch87; Ras86; Loh94; Kle89;]. 
Cental to this is the idea of reduction of workload: 
cognitive, perceptual (especially visual), and/or 
motor workload. Thus, the design process would 
require that user workload be carefully examined, 
defined and facilitated through a proper UI. This 
design process consists of creating UI prototypes 
that can be iteratively refined, re-evaluated and re-
designed. This iterative sequence of design-
evaluate-redesign essentially form the core of 
usability studies. An example of an interactively 
designed UI is shown in Figure 15, which shows 
the screen used to reconstruct 3D models of 
coronary arteries to facilitate the assessment of, and 
treatment planning associated with, coronary artery 
disease [Dui99; Fab99]. As shown, several views 
corresponding to intermediate steps in the 
reconstruction process are provided to the user, 
allowing him/her to intervene as appropriate. The 
system for vessel reconstruction is currently being 
implemented in a number of centers for  clinical 
evaluation and usage [Fab99]. 
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HCI principles and methods mentioned above 
become increasingly important as the interaction 
becomes more complex,  as in the case of 
multimodal or multisensory interactions.  At 
present, well established methods for evaluating 
VR and AR systems are still largely in nascent 
stages [Ell96; Che98; Sat96;  Sat98b].  Another 
issue is computational complexity.  As an 
illustration of the computational costs that might be 
involved in simulations, a highly detailed model of 
a human heart used to simulate different 
configurations of electrodes, their sizes, and the 
magnitudes of defibrillation [Joh97ONL], is based 
on finite-element methods requiring 1.5 million 
tetrahedral elements, 250,000 degrees of freedom 
and 4 billion floating-point operations: a 
computational problem that was solved in semi-
interactive time using a 14-processor computer 
[Sof98]. Hence, fast processing is essential in 
medical VR and AR applications, requiring the 
management of numerous resources (some of 
which may involve heterogeneous platforms), 
controlling several I/O (input/output) operations, 

and performing fast calculations.  One possible 
benchmark for medical applications is real-time 
output of at least 10-15 frames per second [Sof98; 
Wie96].    From a perceptual viewpoint, the ideal 
goal is "real-time" response with unnoticeable 
latency and lags in all perceptual channels.   In this 
regard, the delay between user input and system 
response must be less than 100 milliseconds and 
ideally less than 10 ms. The update of a haptic 
feedback device is particularly demanding, 
estimated to be in the range of 100 updates per 
second [Che98; Sof98].  
 

6.  APPLICATIONS AND TRENDS 

6.1  VISUALIZATION OF MEDICAL DATA 

It would seem that diagnostic visualization of 3D 
medical data would be one of the most  direct and 
natural applications of the  methods discussed thus 
far.  However,  as has been pointed out before 
[Sha98; Rho97; Sak97],   this is actually not the 

FIGURE 15  Interface Supporting the 3D reconstruction of coronary vasculature [Dui99; Fab99]. 
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case. There are a number of compelling reasons for 
this counterintuitive circumstance.  One reason is 
that radiologists (and other clinical specialists) have 
traditionally been taught to interpret or "read" 2D 
images rather than 3D volumes (or 3D models).  
Another consideration is the  discrepancy, 
sometimes considerable, that has been noted 
between the information that is presented 
volumetrically and that which is shown in 2D 
formats  [Sha98; Kle89; Mar93; Rog90].  
Additional difficulties arise due to the lack of 3D 
visualization standards,  and the absence of reliable 
and consistently accurate segmentation algorithms 
[Rho97; Sha98; Aya95a].   As a result of these 
considerations, clinicians seem to generally prefer 
(and perhaps primarily trust) 2D images over 3D 
volume representations. 
 
Despite the challenges mentioned above, a number 
of clinically successful applications to specific 3D 
data visualization problems have been reported 
over the past several years [Pfl98; Sak96; Str97; 
Aya95b; Bon96;  Zon94], including 
anthropological applications [Kal92].  In general, it  
appears that for  applications to be clinically useful 
and attractive, more than "passive" displays or 
"simple" 3D viewing is generally required: some 
value-added functionality, complementary 
information  or clear clinical advantage in the 
presentation of the data should be introduced  
[Sak97; Rho97].  To address some of these 
challenges, a number of research groups are 
exploring novel visualization techniques as 
discussed next.  
 
Atlases and The Visible Human 
Perhaps one of the most notable recent 
achievements in visualization of 3D medical data is 
The Visible Human Project, an initiative organized 
and financed by The National Library of Medicine 
of The National Institutes of Health in Baltimore, 
Maryland, USA, and spearheaded by Ackerman,  
Spitzer and Whitlock [Ack98; Spi92].  This dataset 
is made up of scans of two  human bodies (one 
male and one female) using three modalities (CT, 
MR and photomammography), thereby providing a 
full set of 3D information [Tie96].  The dataset is 
large, consisting of nearly 14 Giga Bytes, which 
after segmentation and polygonalization with two 
polygons per voxel results in approximately 9 
billion polygons [Lor93ONL] (for clarity, giga and 
billion correspond, respectively, to 106 and 109   
quantities).  In many ways, the creation of this 
dataset represents a landmark event.  First of all, 
the project can be viewed as a model for 
successfully acquiring high-resolution, high-fidelity 
data on the entire body. In addition, the project was 
designed (and fulfilled its commitment) to make the 
data widely available.  Moreover, the project  

provided a model for the successful, high-demand, 
high-volume transmission of data  to researchers 
throughout the world.  Furthermore, it was also a 
convincing demonstration of the power of the 
Internet as an effective medium to disseminate 
research data.  And, in a certain sense, the project 
created what may be regarded as the "benchmark" 
dataset with which to compare  different research 
results. 
 
In addition to the Visible Human data, a number of 
research groups have built reference 3D data 
models called Atlases.  The general objective of 
these efforts is to be able to provide structural and 
relational descriptions of organs for a number of 
applications: education, comparisons with a 
particular patient’s dataset to the reference Atlas 
(e.g., to label anatomy and assess the extent and 
severity of pathology), and/or  for pre-operative 
planning and rehearsal.  In the case of making 
comparisons between actual data and a reference 
Atlas, the Atlas is warped using both rigid and non-
rigid deformations to match anatomical landmarks, 
features, or other target points in the patient’s data.   
The process gradually integrates more of the 
information that relates different features between 
the two datasets.  The idea of building brain Atlases 
has been explored for some time by Höhne and 
collaborators [Höh92c], including labeled Atlases 
[Plf98], as shown in Figure 9, and also by 
researchers at the Montreal Neurological Institute, 
who investigate the creation of models that use a 
priori information within a probabilistic framework 
[LeG98]. In addition, finite-element methods 
[Kyr98], biomechanical kinematic models [Mur98], 
diffusion-tensor methods [Pou98a], and other 
deformation-matching approaches [McI98; Mil93; 
San95; Sub96] have been used in Atlas 
construction and manipulation.  Automated Atlas 
integration for functional neurosurgery has also 
recently been reported [StJ98].  The construction of 
reliable Atlases  may well represent the pioneering 
efforts on the way to creating whole-patient avatars 
[Sat99].  The development of such generalized 
Atlases, coupled with information such as that 
derived from The Visible Human Project, will be a 
pivotal step toward making "universal" datasets 
more widely available. 
 
Interactive Visualization of Multidimensional 
Data 
One line of investigation centers on the 
presentation of information in formats that 
particularly benefit a specific application and/or 
which emerge from usability testing and UI 
redesign.   For instance, Groeller and collaborators 
are examining the concept of "magic mirrors" to 
create multiple views of fMRI volumetric data of 
the brain [Koe99; Cse99b].  In this effort, transfer 



EUROGRAPHICS’99 / B. Falcidieno, J. Rossignac. STAR – State of the Art Report 
 
 

functions are used within the framework of direct 
volume rendering with the objective of separating 
different regions of the data by specifying distinct 
color and opacity values in the transfer functions. 
Although all of this information can be contained in 
one visualization model, it is sometimes difficult 
for the experience viewer to visually comprehend 
all of the information in an intuitive manner.  
Hence,  the combination rendering based on  

transfer functions, combined with magic-mirror 
projections and texturing effects, can produce 
enhanced visualizations that may help to more 
clearly distinguish various structures of interest.  
An illustration of this work  is displayed in Figure 
16, which shows a 3D model of brain data that can 
simultaneously be visualized in different 
presentation formats. 
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FIGURE 16  3D contour map of the brain and activated regions mapped onto the Magic Mirror
at the left hand side of the scene. The usage of other techniques like maximum intensity 
projections, orthonormal cuts, color encoded cuts, or segmentation maps as Magic Mirrors is 
also possible. Courtesy of Eduard Groeller, Vienna University of Technology [Koe99; Cse99b]. 
 Ezquerra 1999. 

ilar  presentation philosophy is used by 
rra, Garcia and collaborators to display 3D 
c information, as described in [Fab99;  
]. The approach is illustrated in Figure 17, 
 shows a panoramic view of  myocardial 
ion distribution obtained from SPECT 
ry. The rationale for this type presentation 
 from several challenges, including the need 
ess the distribution of perfusion (blood flow) 
hout the entire myocardial mass  as well as 
ed to be able to assess  the location, extent 
verity of possibly hypoperfused  regions that 
e related to each other [DeP89; [Ezq99].  
er reason is that most experts who can 

clinically interpret these images have traditionally 
been trained to visualize the perfusion information 
in 2D display formats [Coo90].  Thus,  a single 3D 
model may not be the most useful representation.   
Consequently, clinicians can directly benefit from 
viewing both local as well as global  perfusion 
distribution characteristics.  Based upon these 
considerations, and after extensive usability testing, 
an interface design has evolved that  can provide 
regional  quantization, myocardial volume 
orientation [Mul95], and global perfusion 
distribution information in a presentation format  
such as  that shown in Figure 17   [Fab99; Fab95; 
Pei92]. 
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In the work conducted by H.P. Meinzer and 
collaborators, the general emphasis is placed on 
investigating and developing approaches to 
visualization problems directly within the clinical 
environment [Dem97].  In one project carried out 
by this group, Glombitza and colleagues are 
developing a method for conducting volumetric 
evaluations of intracardiac blood flow based on 
dynamic 3D echocardiography [Glo99a; DeS99].  
The overall objective is to quantifiably assess heart 
valve defects, such as mitral regurgitation.  The 
method employs thresholding to discriminate 
between fast turbulent flow and slow displacement 
flow, where the former can be used to describe 
regurgitant jet flowing into the atrium while the 
latter is caused by blood that has been in the atrium 
before regurgitation. Volume evaluation is carried 
out automatically, producing an objective 
assessment of mitral regurgitation that has been 
shown to be more exact than conventional 2D 
methods [Glo99a]. This volume visualization 
method thus represents a "3D color Doppler" 

technique that extends the color-coded 
quantification normally used in 2D displays.  
 
Matching, Registration and Multimodality 
Fusion 
The idea of integrating the information derived 
from different imaging modalities, comparing 
images of the same modality (and of the same 
patient but taken at different times), or  contrasting 
patient-specific data to models or Atlases, 
collectively represent one of the earliest and most 
common applications of interactive visualization 
methods [Els93; Bes92; Met93; McI98]. Certainly 
one of the main areas of application is 
neuroanatomy.  Given the difficulties associated 
with the complex surface structure of brain matter, 
coupled with the medical importance of this 
application, brain image registration and fusion 
have continued to receive a great deal of attention 
over the years.  Atlas-based matching began to be 
explored in the early 1980s [Baj83], and more 
recently non-rigid matching of tomographic images 
based on a biomechanical model has been reported 

FIGURE 17  A multimodal presentation of a 3D myocardial distribution model[Fab99; Pei92]. 
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[Hag99]. An illustration of neuroanatomical 
applications is the work of Stiehl and collaborators, 
who consider detection of landmarks, registration, 
and modeling of compound structures [For98a; 
For98b; Fra98a].  Another example is the work of 
Vemuri and collaborators, who consider intra-
modality image registration using B-splines and  
precomputation steps that result in significant 
execution speedup  based on tests with numerous 
MR data sets [Vem98].  
 
Another clinically important area is that centered 
on cardiovascular applications.  In this area,  
model-based matching approaches have been 
applied to track left-ventricular (LV) wall motion 
[Ami98; Cla97];  3D curvature features of the LV 
[Fri92] and cerebral blood vessel exploration 
system  [Pui97a; Pui97b].  Similarly, non-rigid wall 
motion dynamics have been studied using modes 
and fast-Fourier transformation (FFT) features 
[Nas94b; Sta92].  In ultrasound, vascular structure 

has been integrated with anatomy [Mis91], such as 
the fusion of intracardiac blood flow [DeS99; 
Glo99a].   An illustration of a current 
cardiovascular application is that described in 
[Fab99], where 3D models of both arterial structure 
and myocardial function are fused together to 
create a combined anatomical-physiological model 
that interrelates structural and functional 
information.  The  arterial model is created from 
ciné angiography [Ezq98; OBr94] and 
superimposed on a  myocardial perfusion 
distribution model obtained from gated SPECT 
imagery [Pei92].  Natural landmarks, such as the 
intraventricular grooves associated which the 
location of major vessels, and an iterative closest 
point algorithm, are used to fuse the two models. 
Such a  unified  model, exemplified in Figure 18, is 
created  for each patient automatically and quickly; 
the approach is undergoing extensive clinical 
evaluation [Fab99].  
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FIGURE 18  Fusion of patient
specific 3D coronary arterial 
and 3D myocardial perfusion 
distribution models [Fab99]. 
 Ezquerra 1999. 

 applications consider registration or fusion of 
ent types of data [Zah95], especially in the 
f   AR-based applications where images from 
eo camera are combined with images from 
ound video [Sof98].  In one approach,  the 
 camera is displayed in the background while 
S video is texture mapped and displayed onto 

polygons appearing in a synthetic opening in the 
scanned patient data such that the polygon 
orientation corresponds to that of the US slice. The 
displayed polygon is then made to gradually fade 
after the probe moves from the corresponding 
position.  The same group has recently developed 
an AR-based needle biopsy of breast lesions 
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[Sta96].  This application calls for the precise 
registration between actual data and computer-
generated imagery.  Registration of 3D onto 2D 
images has also been explored for image-guided 
surgery  [Lav96],  to combine stereo with 
volumetric images [Bet95], to achieve registration 
using skeletal near projective invariance methods 
[Liu98], and other applications [Ban98b].  An 
interesting and fundamentally different application  
is concerned with structure matching in proteins, as 
reported in [Pen94]. 
 
Knowledge-Guided Visualization 
One particularly promising  type of visualization 
approach uses KBs (knowledge bases) to interpret 
3D structures or processes, or to label anatomy in 
3D datasets. An example of this is the system 
developed and undergoing multi-center validation 
designed to interpret 3D cardiovascular SPECT 
perfusion imagery as well as other (non-image) 
patient data to assess the extent and severity of 
coronary artery disease [Ezq99].  The resulting 
system, called PERFEX (for perfusion expert), 
integrates perfusion imagery with different types of 
relevant patient-specific information (such as 
patient age, sex, symptoms, clinical history, EKG 
results, pre-test likelihood of disease,  etc. [Dia79]) 

to formulate a comprehensive diagnostic 
interpretation using a knowledge-based framework. 
This KB system utilizes various models of 
reasoning (including uncertainty, probabilistic, 
temporal, and spatial reasoning models),  domain 
knowledge derived from numerous expert nuclear 
cardiologists which been acquired and refined 
during a span of over a decade [Ezq86; Mus90].  
The results of KB processing are presented to the 
users through  an interface that has been iteratively 
designed to support interactive visualization and 
user-initiated queries (for instance, to provide the 
user with justifications regarding the conclusions 
reached by the system) [deB96b]. Importantly, the 
system infers structure from function: using 
functional information (myocardial perfusion 
distribution) as input, conclusions are drawn 
regarding which coronary vessel(s) may be 
diseased   and the corresponding likelihood of 
disease (i.e., the output consists of inferences 
regarding vascular structure and the evidence for 
coronary lesions).  The method has been 
extensively validated [Gar99; Gar96; deB96b] and 
is used clinically as part of a comprehensive  
software system  [Fab99].  The system is illustrated 
in Figure 19. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 FIGURE 19 Interface design for knowledge-based 3D images interpretation and visualization 

[Ezq99]. 
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General Tools and Software Systems 
As the foregoing discussions suggest, several 
practical contributions have been made in the form 
of  DBs, tools  and software systems that  support 
various medical imaging applications, such as  the 
Visible Human data [Ack98; Spi92] Voxel-Man 
[Pfl98; Mas98; Höh95], 3DVIEWNIX [Udu94b],  
ANALYZE [Rob96; Rob89; Rob91],   the Cardiac 
ToolBox [Fab99], InViVo [Sak98], and others 
[Nie97; LTPN96]. In terms of display hardware, a 
potentially important development may be 
computational holography including "holovideo" 
systems, which may be available (and somewhat 
affordable) in the next few years [Luc97; Chi95]. 
Collectively, these (and other) efforts may be 
viewed as representing the current generation of 
results from which future innovations can spring.  
The discussions that follow introduce current 
approaches to effect interaction with the data using 
relatively more complex interaction mechanisms. 
 

6.2  VIRTUAL MODELS AND NAVIGATION 

A potentially powerful paradigm is the creation of 
models designed for virtual manipulation and  
exploration.   Although there is no exact definition 
of a virtual model (if we are not too restrictive, 
even Roentgen's original radiographs represent 
such a model), the term is generally used to  imply 
that some representation of  patient information is 
created (e.g., typically through an underlying 3D 
geometric or physical model, or more generally by 
constructing a patient avatar), with the objective of 
allowing the user to navigate, manipulate, deform 
or otherwise explore the information space 
(frequently through VR- or AR-based interaction 
mechanisms).   
 
Diagnostics: Virtual Fly-Throughs 
A very promising diagnostic approach is the virtual 
"fly-through" in which a user can explore  patient-
specific data.  The basic idea is to acquire  the 
patient data (using CT, MR and/or US imaging) in 
order to construct a  representation of the patient's 
anatomy that is sufficiently faithful, reliable, and 
accurate, and which exhibits sufficient level of 
detail (LoD), to allow the detection of  lesions or 
other evidence of pathology. Along these lines, a 
pioneering effort was that of Satava and Lanier, 
who in 1991 constructed a VR system consisting of 
HMD, DataGlove, and EyePhones, in which a user 
could "enter" and "fly through" a 3D representation 
of an abdominal volume  [Sat93].   In this category, 
virtual endoscopy is among the most advanced 
applications [Gei95; Sha98], particularly virtual 
colonoscopy [Hon97].  Endoscopy is used to 
examine tissue in order to look for macroscopic 
abnormalities (e.g., ulcers, polyps, tumors, etc.), 

and is used for many  examinations including those 
of the colon (colonoscopy), stomach, esophagus, 
tracheobronchial tree (bronchoscopy), sinus, 
bladder, ureter (hysteroscopy) and kidney 
(cystoscopy), pancreas, or biliary tree.   Virtual 
colonoscopy is non-invasive, and can be performed 
using data derived from standard CT and/or MRI 
scans to reconstruct the organ of interest into a 3D 
model that permits a fly-through of the lumen 
[Sat99].   
 
Virtual endoscopic systems typically perspective 
viewing to accommodate a finite (and relatively 
small) eyepoint-to-object distance.  Using this and 
other techniques to augment the user's vision during 
the diagnostic process, several visualization 
algorithms have been developed [Lor95; Vin97; 
Nai97]. A notable example of virtual colonoscopy 
is that being developed by Kaufman and 
collaborators [You97; Hon95], who have improved 
on previous approaches based on surface rendering 
or Z-buffer-assisted volume rendering by using an 
efficient volume rendering algorithm  that is 
paralleled on a multiprocessor. The approach is 
illustrated by the sequence of images that appear in 
Figure 20, showing different views both from the 
camera viewpoint as well as from an external, 
global perspective.  The figure also illustrates the 
ability for the user to examine detail, such as a 
close-up of a detected polyp.  In this approach to 
virtual colonoscopy, the ray-casting method 
exploits the distance information from each voxel 
inside the colon to the closest interior colon wall, 
such that when ray traversal is performed from a 
particular viewpoint, the distance from the current 
sampling point to the nearest colon wall is first 
checked (rather than performing sampling, shading 
and compositing in the short, regular sampling 
interval).  If this distance is larger than the regular 
sampling interval, the algorithm jumps by this 
distance to a new sampling point along the ray.  In 
this manner, the colonic interior can be traversed 
more efficiently without sacrificing image quality.  
The main drawback to the technique is the 
computational cost, an issue that is currently being 
addressed by this group by considering 
implementing the algorithm in new volume 
rendering hardware architectures. 
 
A number of other researchers are also exploring 
virtual endoscopic methods  [Mor98; Nac98; 
Rub96; Nap96; Sha96; Vin96; Jon96; Lev96].  
Importantly, The National Institutes of Health 
(NIH) and The National Cancer Institute have 
targeted virtual colonoscopy as the pilot study to 
compare standard video colonoscopy to virtual 
colonoscopy for screening for colon polyps and 
cancer [Sat99].  
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FIGURE 20  Virtual Colonoscopy 
Based on Volume Rendering. (a) 3D 
Navigation of a Colon (b) 3D Virtual 
Colonoscopy of Visible Human Data 
(c) An 8mm polyp found during a 
virtual colonoscopy  navigation. 
Courtesy of and copyright 1999 Arie 
Kaufman, SUNY Stony Brook
[Hon95; Hon97; Wan99; You97]. 
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re-Operative Planning 
any of the methods used in creating virtual 
odels for diagnostic fly-throughs can be extended 

o allow the model to be edited, deformed, and/or 
anipulated.  These manipulable models and 

nteractions form the basis of simulation systems 
hat can be used for training and educational 
urposes, as well as for therapeutic purposes such 
s pre-operative surgery planning, and rehearsal. 
hree-dimensional methods can be valuable to 
hysicians in visualizing plans prior to surgery or 
adiation treatment, and have the potential to 
ontribute toward a more efficient and successful 
ntervention  [Sha95; Kik95; Sha98; Van96].   In 
any applications, the distinctions between pre-, 

ntra-, and post-operative activities are blurred, as 
he systems that support planning efforts can also 

aid in guiding the actual surgical procedures as well 
as in evaluating their outcomes.   
 
One of the most active areas of research is aimed at 
facilitating neurosurgery and craniofacial surgery 
planning [Dav90; Lo94; Pom92; Zon89]. A useful 
and relatively simple approach consists of 
rearranging the 3D information into different 
shapes using editing tools, for instance allowing the 
user to draw curves on the computer screen which 
can  represent virtual cuts into the volumetric 
dataset, or more generally defining subvolumes and 
subsequently manipulating or rearranging them 
[Pfl95; Ney91a; Yas90].  Another type of approach 
is to create a 3D virtual model that can accurately 
represent the spatial dimensions and location  of the 
patient’s actual anatomy through stereotaxy [Kee96; 
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Mol98]. In some cases, a cost function associated 
with potential damage to critical structure(s) can be 
defined, such that an "optimal" path and 
interventional procedure can be determined by 
minimizing the cost function [Vai97; Kik95]. An 
important maxillofacial application is facial 
reconstruction, the main objective of which is to 
treat congenital or traumatic abnormalities. In most 
applications, symmetry of the face is assumed such 
that abnormalities on one side of the face or skull 
can be reconstructed using a model built up of the 
normal portion of the face and its mirror image, 
thus creating a symmetrical model to guide the 
planning [Alt93; Bil95]. By making this 
comparison, an accurate reposition or replacement 
for the malformation can be planned. In the 
defective area, the corresponding portion of the 
model can be exported to a computer-assisted 
design (CAD) and computer-assisted 
manufacturing (CAM) system that can precisely 
machine the appropriate prosthesis for 
implantation. Some current systems use 3D 
stereolithography to automatically construct a 3D 
prosthesis directly from CAD/CAM information 
[Bil95; Neg95]. In work jointly undertaken by the 
Kent Ridge Digital Labs and the Singapore General 
Hospital in Singapore, a system is being clinically 
evaluated for neurosurgery planning using the 
virtual workbench setup [Ser98]. 
 
An excellent example of facial reconstruction is the 
work of Gross and Roth and their collaborators in 
the project FACE, aimed at developing precise and 

reliable methods for facial surgery planning 
[Rot98; Koc98; Koc96, Koc99]. In this work, a 
model is created that serves to plan the 
intervention, predict the results of the intervention, 
and subsequently compare the results of the 
procedure. The prediction step is paramount in 
facial reconstruction, as both patients and clinicians 
are profoundly interested in the visual results. The 
approach consists of combining laser-range and CT 
volume data to create a model of a human face built 
of prism-shaped elements. Soft-tissue deformations 
are synthesized using a physically-based, FEM 
framework, which allows the system to also be 
used for surgery simulation and training purposes. 
The pre-surgical model is used to perform virtual 
surgery, giving rise to a predicted model. This 
intermediate model serves to visualize the results 
and to compare the prediction to the original 
situation. Once the surgical procedure is actually 
performed, the predicted model is compared with 
the outcome of the real procedure both visually as 
well as quantitatively, using error maps of the 
frontal view contours and three profile outlines. 
The approach is depicted in Figure 21, which 
shows a sequence of the pre-operative situation, 
predicted profile, and post-operative results; the 
sequence lends itself to quantitative analysis as 
discussed later. Another example of a maxillofacial 
application is illustrated in Figure 22, which shows 
a model constructed to aid in visualizing possible 
surgical paths that avoid nerve interconnections and 
other critical structures [Mon99].   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 21 The FACE project aims at a new and more reliable method for facial surgery planning 
based on finite element modeling.  The 3D physically-based facial model is reconstructed from CT 
and laser range scans. Courtesy of R. M. Koch, S. H. M. Roth, M. H. Gross. Swiss Federal Institute 
of Technology (ETH), A. N. Zimmermann, H. F. Sailer Dept. of Maxillofacial Surgery, University 
Hospital Zürich  [Rot98; Koc98; Koc99]. 
 Ezquerra 1999. 
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A major area of application is orthopedics [Coh98; 
Bur86; Oto95; Sut94].  In this domain, 3D models 
of prostheses are used in conjunction with patient’s 
data to plan the placement of the prosthesis [Dig94; 
Ho95].  Most of the work has involved hip [Kaz95] 
and knee replacement [Kie95].  The overall 
objective is to create both a model of  patient 
structure (e.g., the hip) using CT or other image 
data, as well as a model of the prosthesis (derived 
from manufacturer-supplied information), and then 
use both models to plan (and frequently guide as 
well as evaluate) the replacement procedure.   
Examples of this type of work include the robotics-
assisted project reported in [Pau92], and hip 
replacement work as in [Kaz95; Dig98].  In a series 
of orthopedic surgery-planning projects, Joskowicz 
and collaborators of the Hebrew University and 
Haddasah U. Hospital  are developing  a system for 
computer-integrated revision total hip replacement  
(a procedure that is more complex, time 
consuming, and error-prone than primary hip 
replacement surgery), and  a system that addresses 
several stages of long-bone fracture reduction 
including pre-operative planning, nail selection, 
intraoperative tracking, distal locking, and 
evaluation [Toc98; Yan98; Jos98; Jos99].  The 
challenges are numerous, including the requirement 
of significant skill to perform the procedure; the 
possibility of incurring position errors and other 
complications; and the cumulative exposure  of 
surgeons to radiation.   
 
To address these issues, the approach followed by 
these researchers employs interactive displays of 
3D bone models created from preoperative CT 

studies and tracked (registered) in real time with 
the overall objective of improving the positioning 
and navigation accuracy, efficiency, and speed with 
which planning and interventional procedures can 
be performed, thereby reducing radiation exposure 
while potentially improving the outcome of the 
entire procedure. An illustration is given in Figure 
23.  The system performs distortion correction and 
calibration of X-ray units to improve image quality 
and precision, which are important to properly 
visualize and align bone structure as well as the 
model of the nail to be inserted.  Using an 
extension of the Marching Cubes isosurface 
extraction algorithm, patient-specific 3D geometric 
models are built of the healthy and broken bones 
from a sequence of 2D images obtained prior to 
surgery using CT.  Interactively, the surgeon 
examines the characteristics of the fracture, and 
determines the upper and lower bone fragments to 
be joined by a nail (to be selected from a catalog). 
The system then allows the surgeon to determine 
the optimal length and diameter of the selected nail  
by interactively positioning the nail CAD model  
within the healthy bone model. During surgery, the 
bone fragment models are used to visualize their 
relative position.  Matching or registering the 3D 
models created preoperatively with the 2D  
fluoroscopic images is done using an iterative 
closest-point optimization method.  The approach 
(which can be used in several applications, 
including acetabular cup placement, total knee 
arthoplasty planning and replacement, and systems 
pedicle screw insertion) is currently undergoing in-
vitro testing [Jos98; Jos99].  

 

  

Figure 22 An application to aid in the diagnosis of bone malformations. It is designed to also
support surgery simulation and planning.  Furthermore it provides the control for a robot to 
perform high precision osteotomies. [Mon99] 
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Hepatic surgery simulators are also under 
development,  as in the work of Ayache, 
Delingette,  Montagnat, Soler and collaborators at 
INRIA in France [Mar98b; Aya98; Cot96; Cot99a; 
Cot99b; Del98], which was previously discussed in 
terms of its approach to modeling.  Also 
noteworthy is the ongoing work at the DKFZ in 
Heidelberg, Germany, led by Meinzer, Glombitza 
and coworkers  [Glo99b].  This is illustrated in 
Figure 24, which shows a model for volumetric 
evaluation used in virtual planning of liver 

resection.  Based on the structure of the vessel tree, 
it is possible to calculate the volume of sound liver 
tissue which also has to be resected because of 
devascularization.  This analysis is based on the 
segmentation of the vascular tree.  For image data 
with insufficient vessel contrast, an interactive tool 
is provided to the user to classify liver segments 
based on a conventional model of liver segments 
[Glo99b].  The same group is also investigating 
methods for craniofacial applications, as shown in 
the stereo image of Figure 25. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 24 Computer aided surgical planning of liver resections. (a) The liver (brown) is shown together with a 
tumor (grey) and the neighboring organs and veins (red) (b) symbolic description of the vessel trees which enables 
surgeons to estimate the volume of resected sound liver tissue. Courtesy of Gerald Glombitza, DKFZ Heidelberg, 
Germany [Glo99b; Glo98a; Glo98b]. 

FIGURE 23  A system for computer-aided image-guided surgery of long bone fractures : Preoperative 
modeling and planning from CT, real-time intraoperative tracking and 2d/3d registration using x-ray 
fluoroscopic images.  Courtesy of Leo Joskowicz  [Tok98; Yan98; Jos98; Jos99]. 
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Planning also plays a crucial role in radiation 
therapy. Radiation treatment  requires careful path-
planning to determine the optimal geometry and 
dose distribution [Tom96].  As with other pre-
operative planning methods, a cost function 
associated with damage to critical structure is 
defined, such that a minimization of this cost 
function can yield an optimization of the plan 
[Sch95; Tom96].  The 3D visualization of target 
volume critical structures, beam dose calculations, 
and simulated radiation dose distribution can 
provide the framework for treatment plan 
optimization. These and other issues are being 
investigated in current research on conformal 
radiation treatment planning [Kes94], iterative 
optimization [Sch93], time-dose planning [Sch94], 
system positioning calibration [Had98] and 
treatment setup verification [Ban98b]. 
 
Simulation and Rehearsal 
This is one of the most active areas of research in 
medical imaging, as revealed in the recent literature 
(see, for instance, [MIC98; Tay96; Tay95; Sof98]). 
In the early 1990s, prototype systems were created 
for such applications as tendon transplant 
simulation  [Del92] and internal organ (stomach, 
colon, pancreas, gall bladder and biliary tree) 
manipulation [Sat93].  Both used HMDs and 
DataGloves as interaction mechanisms although the 
models were not deformable in the same sense as 
the term currently implies.  A basic type of 
morphing was performed to demonstrate the 
viability of tissue non-rigidity [Mer95], which 
represented one of many attempts that began to 
explore soft tissue modeling.  In this regard, finite 
element models represents one of the most 

commonly used approaches.  An interesting current 
application centers on endoscopic sinus surgery 
simulation using the endoscopic instrumentation, a 
physical mock patient head that contains 
electromechanical mechanisms that provide 
forcefeedback, and haptics [Edm98; Wie97; 
Edm97].  In another application, a hysteroscopy 
simulation system is under development which can 
integrate visual and haptic input with patient-
specific CT data, and allows different virtual 
procedures to be performed in order to improve the 
overall intervention plan [Lev96].  Other surgery 
simulation applications include opthalmology 
[Hun95], arthroscopic knee surgery [Gib97], 
cephalopelvic distortion [Gei92], birth delivery 
[Pro97a], and trunk respiration simulation 
[Pro97b], among others [Rho97;  Sha98]. 
 
Psychiatry and rehabilitation are areas where 
simulation environments can also have a 
considerable impact.   In particular,  immersible 
environments are emerging as possibly useful 
elements in the  treatment of phobia, such as 
acrophobia (fear of heights), where patients are 
placed in virtual environments that recreate 
situations that induce acrophobic anxieties (e.g., 
elevators, suspended bridges, etc.).  By 
incrementally increasing either the sense of 
presence or the severity of the perceived situation 
(what is called graded exposure), cases have been 
reported in which subjects were successfully 
treated for these anxieties [Lam94; Hod95; Rot95].  
Another line of research considers the notion of 
"empathy" wherein a subject, through an 
immersible environment, attempts to better 
understand the limitations or emotions of others 

Figure 25 Stereo image of a cut-away skull for red/green glasses. Courtesy of the Medical and 
Biological Informatics Group, DKFZ Heidelberg, Germany. 
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who may be suffering from disabilities, 
impairments or other conditions that may cause, for 
instance, visual disturbances, fatigue or other 
physical limitations [Sat99]. In rehabilitation, an 
interesting application consists of the creation of a 
"virtual world" in which  patients who are going to 
need a wheelchair for locomotion can adapt to the 
notion of moving in this manner by moving about 
in various virtual environments [Gre94].   
 
Education and Training 
As flexible visualization and modeling methods 
continue to improve, the traditional use of text, 
images and cadavers for educational purposes can 
be complemented with virtual models and 
simulation systems that can support various forms 
of interactive explorations [Mel97; Rai98].  An 
example of an educational application using 
deformable tissue models is the project ARTIST, 
which is being developed as a real-time surgery 
trainer by Gross and collaborators [Bie98].  The 
overall objective of this activity is to create a 
system that provides interactive manipulation of 
high-resolution 3D models using a haptics 
interface.  The emphasis is placed on both the 
formulation of efficient representations of the 
underlying anatomical structures with deformation 
properties,  and also on the efficient computations 
to provide real-time dynamic deformations and 
feedback.  The geometrical representation is 
achieved using common tetrahedralization methods 
to create a model, combined with texture mapping 
to enhance the visual realism.  The collisions 
between the tetrahedra and the virtual scalpel are 
calculated using a local collision-detection 
algorithm, and the underlying dynamics are 
expressed using a system of masses and springs 
attached to each tetrahedral vertex and edge, 
respectively.  Relaxation is performed using 
hierarchical Runge-Kutta iteration by traversing the 
data structures in a breadth-first order.  Current 
investigations  center on improving computational 
efficiency, especially during cutting procedures.   
 
Other examples of educational and training systems 
are hypermedia [Tre98b] and knowledge-guided 
methods in support of neuroanatomical studies 
[Hof95; Pfl98; Tog96; Mon93]. Many of the 
simulation systems cited previously are used for 
surgery training in addition to surgery planning, 
such as those reported in [Edm98; Rot98; Cot96].  
At present, the emphasis seems to be placed on 
computational efficiency to improve the level 
behavioral realism, and, unfortunately to a lesser 
degree, efforts concerned with usability issues, 
such as the work reported in [OTo98]. 
 
 

6.3  INTERVENTIONAL GUIDANCE AND 
SUPPORT 

A number of intra-operative and real-time support 
interactions have been under development during 
the past several years.  These interactions take 
advantage of improvements in real-time sensors 
(both image-acquisition and 3D digitizers), image-
registration techniques, and robotics, giving rise to   
specialty subareas variously known as image-
guided surgery, computer-aided surgery, computer-
assisted intervention,  medical robotics  [Ada90;  
Tay96]. 
 
Intra-Operative Guidance and Navigation 
Intra-operative systems can be designed to deliver 
different types of assistance.  In some cases, the 
system can be used as a calibration or checking 
mechanism,  to determine whether preoperative 
plans are being followed [Cin95; Nol95].  In other 
cases, the system might offer real-time guidance for 
actually performing the intervention, possibly 
including robotics assistance [Jos98; Van96; 
Vai97].  In other applications, the interaction  aids 
in conducting some sort of exploration  or 
evaluation during the  intervention [Des95]. Once 
again, it is seen that pre- and intra-operative (and 
some times even evaluation) functions meld 
together. One of the most common characteristics 
of intra-operative guidance and navigation system  
is that they generally use some type of pre-
operative information (plans, images, models, 
and/or video) which is correlated with the 
information obtained during the intervention 
[Gri98; Gri95; Gut91; Ban98b].   
 
In general, the objective is to create pre-operative 
3D models (from CT and MR data, for example) 
which display structures and abnormalities of 
interest.  The models are then provided to the 
surgeon during the intervention to aid in localizing 
and extracting targeted tissue with minimal damage 
to critical structures.  To improve pre- and intra-
operative registration, stereotactic methods have 
traditionally been employed [Mac94; Kee96; 
Mol98].  Although stereotactic frame-based 
approaches remain the most well established 
surgical procedures,  some techniques recently have 
been suggested to obviate stereotaxy [Gri96; 
Tom96; Gri95].  Frameless methods based on 
physical space localization include articulated 
mechanical arms, ultrasonic range-finding systems, 
electromagnetic systems, and active and passive 
optical techniques [Hem92; Wat95; Smit94; 
Mau98; Gri96].   To match the 3D models 
constructed from the pre-operative data with the 2D 
images that the surgeon actually sees during the 
procedure, a number of methods are under 
investigation, such AR methods for overlaying 
structures in the surgeon’s field of view [Gri95].  
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An application area where intra-operative methods 
are actively being developed is neurosurgery.  One 
example is the clinical system that has been under 
development for a number of years by a group of 
researchers at the Massachusetts Institute of 
Technology, Cambridge, USA  [Gri98].  The aim is 
to develop a high-precision image-guided system 
composed of imagery, registration, tracking and 
visualization subsystems.  The performance of the 
system is currently being assessed clinically. 
Another example is a surgical navigation system 
used in pediatric epilepsy surgery [Cha98].  There 
are numerous systems under development applied 
to orthopedics, such as the previously discussed 
image-guided system that aids in pre- and intra-
operative hip-replacement [Jos99] (see Figure 23), 
as well as other prostheses-related applications 
[Coh98; Dig98; Ho95].  There are a number of 
challenges associated with intra-operative 
navigation and image-guided surgery.  A major 
consideration is accuracy, which is related to the 
number and types of errors that are associated with 
the methods [Mau98], registration accuracy, and 
real-time response, some of which are being 
addressed in current investigations [Gri98; Cha98; 
Moo98]  
 
Robotics-Assisted Intervention 
Closely associated with the concept of image-
guided intervention is robotics-assisted 
intervention, where the electromechanical accuracy 
of robots can be exploited to perform tasks such as 
precisely controlling the positioning of 
instrumentation,  or guiding the user in making 
movements [Pau92; Tro96]. As a result, robots are 
programmed to perform specific tasks prior to 
surgery, or can also be designed to dynamically 
adapt to the environment or user. In some 
applications, the robotic subsystem actually 
performs part or all of the surgical procedure, as the 
resulting precision can be useful in certain cases 
such as stereotactic neurosurgery [Mas98], and  to 
perform minimally invasive tumor biopsies 
[Gla95].  
 
A number of medical robotics systems have been 
applied to orthopedics [DiG94; DiG98], including 
such applications as  hip [Kaz95] and knee 
replacement [Ho95]. Another  important 
application area is laparoscopy [Kob98].  In this 
area, one interesting investigation attempts to 
compare human and robotic performance in force 
controlled organ retraction [Pou98b].  Meanwhile, 
other efforts are centered on  servoing 
considerations laparoscopic instrumentation control 
issues [Fin95], as well as telelaparoscopic 
experiments [Tay95].    Robotics-based methods 
are  also being explored in microscope control 

[Gio95],  in calibrating  video cameras in radiation 
therapy [Had98], and in studies that address safety 
considerations [Cai93]. 

6.4  REMOTE INTERACTIONS 

One of the most main opportunities and challenges 
in healthcare is the possibility of establishing 
remote links to send, receive, or communicate 
about, all kinds of clinical information. In medical 
imaging, possible applications range from the 
transmission of compressed imagery (and other 
data) in teleradiology [Eve99]  to the concept of 
performing therapeutic interventions in image-
guided telesurgery [Sat99].  A few promising 
examples are outlined below. 
 
Teleradiology and  Telecollaboration 
To take advantage of the increasingly ubiquitous 
and powerful "information highways" that connect 
a growing number of users and centers throughout 
the world, a number of noteworthy projects and 
initiatives are underway.  A notable example in this 
context is the work of Marsh, whose efforts 
concentrate on the standardization of web-based 
medicine [Mar99; Mar98c]. A depiction of these 
efforts is shown in Figure 26.  One of these is the 
proposed standard based on web technology called 
"Virtual Medical Worlds (VMW)" aimed at 
providing an organizational structure of medical 
information as well as a possible framework for 
integration diverse types of information into future 
medical information systems [Mar98c].  The 
general VMW design is based on hypergraphics 
and hypertextual qualities of VRML and HTML as 
a navigational medium to remotely access multi-
media information systems, and web-based 
languages such as Java to initiate visualization, 
processing and other non-web based functions.  
Hence, the World-Wide Web (WWW, or simply 
the Web) can be used as the interconnective glue 
between all aspects of a telemedicine society 
[Mar99].  Significantly, the large majority of the 
necessary middleware support standards and 
protocols, as well as the technology, already exist, 
while bandwidth capabilities  continue to improve. 
 
An illustration of collaborative work is the  project 
undertaken by the National Cancer Center Hospital 
in Tokyo.  At that institution, researchers are 
developing a VR-based surgical conference system 
that incorporates video cameras and simulates 
virtual organs and tumors (enhanced with textures) 
viewed through a head-tracked display, and 
supports surgical procedures performed on models 
created from patient-specific CT and MR data such 
that the internal structure of the organ is visualized 
as the simulated resection takes place [Sof98].  
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Other teleconferencing and telecollaborative  
projects are those reported in [DeB96] and  [Kli95]. 
 
An exemplary case of an advanced teleradiology 
application is the CHILI project headed by 
Engelmann, Meinzer and collaborators  [Eng98a; 
Eng98b; Eng98d].   Some of the salient features of 
this project are security compliance [Eng97a; 
Eng97b], visualization support [Eve99], 
extensibility supported by a plug-in mechanism 
[Eng98c], platform independence [Eng98c], and 
wavelet-based image compression [Eng98a].  The 
system supports access to the CHILI DB via 
WWW access for the distribution of images 
through the Internet, such that images can be 
presented and processed in cooperative or 
collaborative teleconferences. An example of a 
CHILI interface is shown in Figure 27.  
 
 Currently, the system is in clinical routine in more 
than 40 medical centers, and has distributed over 

250,000 images, and some users in Germany and 
the US are developing image analysis and 
visualization applications for subsequent plug-in 
integration [Eng98a; Eve99].  Efforts are underway  
to develop a platform-independent version in Java. 
 
As these examples indicate, some advances are 
being made in the creation and implementation of 
useful clinical applications.  However, progress has 
been uneven, especially at the international level, 
where advances have been hindered by such issues 
as information security, the absence of globally 
established standards, the lack of sufficiently potent 
infrastructures at different levels, and financial 
concerns [Mar99].  Perhaps a greater number of  
cases that have successfully overcome these 
limitations at a regional level, coupled with more 
concerted efforts at the international level, can 
serve to address these challenges. 
 

 

 

Figure 26 VMW is a global standard based on web technology to organize existing medical 
information and to provide the foundations for integration into future forms of medical information 
systems.  It utilizes VRML and HTML as a navigational medium to remotely access multimedia 
information systems, and JAVA to initiate visualization, processing, and non-web based packages.  
[Mar99; Mar98c] 
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Telesurgery and Remote Interactions 
Telepresence in surgery may be a potentially 
important application in emergency situations when 
the patient cannot be easily or sufficiently quickly 
transported for treatment, or in cases where the 
preferred clinical expert is located far away, or in 
scenarios that involve risk to the surgeon [Sat95].  
A possible architecture for telesurgery systems 
consists of a control console at the surgeon’s 
location connected via a combination of links 
(Internet, satellite, etc.) to a surgical unit at the 
patient’s location. In this type of set-up, the surgeon 
can interact with the patient avatar (or a virtual 
model of part of the patient’s body) using visual, 
auditory, tactile and force feedback, such that the 
surgeon’s movement of end-effectors at this 
location direct the actions of the corresponding 
end-effectors at the remote location in a "master" 
and "slave" manipulation framework [Sha98].  
Examples of similar systems are found in [Gre95] 
and [Sas96].  
 

At present, no remote telesurgery procedures have 
been performed on patients, although some   "local" 
telesurgery procedures have been performed in the 
same room as the patient [Mar98b; Sat99].  In 
1997, Himpen and collaborators performed what 
may well be the first telesurgery gall bladder 
operation on a patient, followed by other 
procedures such as Nissen fundoplication and 
arteriovenous fistula construction  [Him98].  The 
same system was later used for perform over 150 
successful heart operations [Sat99].  Margossian 
and collaborators have recently performed a    
reanastomosis of a fallopian tube using the Zeus 
system [Mar98a].  In addition, telesurgical 
experiments have also been conducted in 
laparoscopic cholecystectomy [Him98] as well as 
in surgical training [Fen98] and micro-surgery 
applications [Mit95]. 
 
An intriguing application of remote medical 
interactions is the Everest Extreme Expedition (E3) 
project, a multinational and inter-institutional 

FIGURE 27 Figure 27 CHILI is a Tele-radiological workstation and is used in more than 40 medical 
institutions. Images are distributed between different sites for the purpose of interpretation and 
consultation. The digital images can be presented, analyzed and discussed simultaneously. Courtesy 
of  Uwe Engelmann, DKFZ Heidelberg, Germany. [Eng98A; Eng98B; Eng98D; Eng98E; Eve99]. 
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undertaking that aims to establish the first 
telemedicine clinic that links a remote, harsh 
environment (Mount Everest) with investigators 
from several major medical and research 
institutions.  Project information can be obtained 
from [EVE99ONL], and an illustration of the 
visualization interface presenting some of the 
relevant medical information associated with this 
project is given in Figure 28.   Current project 
objectives include providing medical support at a 
base camp to the expedition team, performing real-
time monitoring of vital signs  (e.g., heart and 
respiratory rates, oxygen saturation, body 
temperature, etc.), and assessing the effects of high 
altitude physiology.  This  project will thus test 
frontier capabilities in telemedicine and 
telecommunications technologies. 
 
The limitations to telesurgery and other remote 
interactions are numerous. In addition to the 
difficulties mentioned above related to 
teleradiology and teleconferencing applications 
(e.g. security, bandwidth requirements, the lack of 
standards, etc.), telesurgery would additionally 
require accuracy, precision and real-time response 
over long distances and through various layers of 
networking interconnections.   Some of these issues 
are currently being addressed, as reported in 
[Sat99].  However, although the interest is 
relatively high and the potential benefits may be 
significant, the field is largely in its nascent stages,  
and clearly more work is needed at various 
technical, political and financial fronts [Mar99]. 

6.5 ASSESSMENT AND PREDICTION   

It is important to objectively assess the 
performance of any system in order to better 
understand its performance strengths, and 
limitations, as well as to demonstrate overall utility.   
 
Pre- and Intra-Operative Evaluation 
As observed earlier, an interesting approach to 
evaluation is the utilization of pre-operative plans 
as a means of system calibration prior to 
intervention, while another useful approach 
consists of using pre-operative plans during 
intervention to determine whether surgery proceeds 
according to plan [Cin95; Nol95].  In educational 
and training settings, some activities center on 
evaluating simulation systems that use FFB haptics 
devices [OTo98], as well as on validating systems 
designed to  support  facial reconstructive surgery 
[Bie98].  In other instances, simulation systems are 
assessed by directly integrating them into the 
clinical environment from project inception, as in 
the case of the hepatic surgery application reported 
in [Glo99b].  
 

In image-guided therapy, a number of studies are 
underway to clinically evaluate systems designed 
for  applications to craniofacial surgery [Gri98;  
Cha98], facial surgery [Koc98; Koc99; Rot98], and 
orthopedic surgery [Moo98; Toc98].  Systems 
designed for other therapeutic applications,  such as 
graded-exposure VR environments used in phobia 
treatment, employ evaluation methods based on 
psychological studies  [Hod95].  Similarly,  
robotics-based systems designed for a variety of 
applications are currently being evaluated clinically 
[Dig98; Tro96], including performance 
comparisons between humans and robots [Pou98b], 
and assessment of relevant safety issues [Cai93].  
 
Post-Operative Assessment  
In general,  virtual models and registration methods 
used in image-guided intervention are difficult to 
quantitatively evaluate, since there are no "gold 
standards" or well established benchmarks.    The 
use of synthetic data  phantoms, or reference 
objects can serve as valuable aids in numerically 
evaluating models [Cha98].  An example of the use 
of synthetic data is given in [Pou98a], where  a 
method for tracking brain white matter fiber 
bundles in diffusion tensor maps using a Markovian 
model is evaluated using synthetic tensor images.   
 
An illustration of the use of quantifiable measures 
for post-surgery evaluation is the facial 
reconstruction approach described in [Rot98; 
Koc98; Koc99]. In this application, the system used 
for surgery simulation and planning generates a 
series of profile lines of the face that can be 
compared with the corresponding  contours of the 
patient  profile after the surgical procedure has 
been performed through a series of error maps.  An 
example of the use of reference objects in 
evaluation is provided in metallic stent-graft 
placement to repair thoracic aortic aneurysms, as 
reported in [Rub96; Sha96].  Similarly, stent 
placement facilitates post-operative assessment in 
endobronchial procedures [McA96].    
 
As suggested in the foregoing discussions, it 
appears that most groups are evolving from the first 
stages of system development into system testing 
and evaluation phases.  Despite these evaluation 
efforts, however, there still seems to be a need to 
undertake rigorous  tests involving statistically 
significant numbers of patient cases, multi-center 
trials, and other clinically well accepted validation 
methods coupled with usability testing.  
Development of more widely agreed-upon 
benchmarks, especially in the context of complex 
interaction mechanisms or the creation of virtual 
models, are also needed. 
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7.  CHALLENGES AND OPPORTUNITIES 

 
In this paper, a snap shot of the field of medical 
imaging has been given, focussing on current 
methods and trends that characterize the state of the 
art.  As the discussions suggest, progress in the 
field has been significant over the past few years.  
This section briefly summarizes some of the most 
significant advances and trend, placing the 
emphasis on outstanding challenges that merit 
further investigation. 
 
Trends and Achievements 
The accomplishments that have taken place in 
medical imaging over the last few years have been 
numerous and influential.  First, estimable 
achievements have been made in the development 
of imaging acquisition techniques (e.g., functional 
and tagged MRI, 3D ultrasound,  and spiral CT, 
among others).  Importantly,  scanning system 
manufacturers have increasingly supported open 
architectures, thereby fostering the use of off-the-
shelf components and software subsystems. Newer 
trends, including microsurgery [Lev98b], promise 
to further redefine the type of imagery that can be 
acquired.  Another important step forward has been 
the creation of reliable and widely accessible data 
(most notably the Visible Human dataset and 
anatomical Atlases), coupled with the invention of 
useful volume visualization algorithms. These and 
other advances have spurred further innovations, 
including the development of methods both for 
integrating different types of data (e.g., intra-
modality correlation,  multimodality fusion, 3D-to-
2D image registration, etc.), as well as for 
presenting  complex information using multimedia, 
multidimensional  approaches, and the  availability 
of several general-purpose medical software 
systems for interactively visualizing 3D image data. 
 
In addition, progress in related areas have also 
made substantial impact on medical imaging.  In 
particular, advances in computer  hardware, 
peripheral devices that enhance perception, and 
common software tools and libraries  have all been 
instrumental in pushing the frontiers of  the field.  
Moreover, increasingly ubiquitous global 
telecommunications capabilities (i.e., the Internet 
and the WWW) have certainly helped to promote 
telemedicine initiatives while at the same time 
providing an important means for researchers (and 
organizations) to more easily communicate and 
exchange information and data.  Similarly, progress 
in more basic scientific and mathematical fronts  
have both contributed to, and benefited from,  
medical imaging research. Notable examples are 
wavelet and multiscale representations, models and 
simulations based on dynamic  formulations, 

mathematical morphology, probabilistic techniques, 
and approaches based on artificial intelligence 
(including knowledge-based, connectionist, and 
fuzzy-set theoretical methods), to name a few.  
Furthermore, HCI principles and techniques have 
increasingly been integrated into the overall UI 
design process.    
 
Challenges and Opportunities: A "Top 10" List 
These advances are poised to possibly qualitatively 
change, and ideally improve, the nature of health 
care.   In practice, however,  the advances largely 
remain in developmental stages, and extensive 
clinical testing and evaluation is certainly required. 
With this in mind, a list of outstanding challenges 
and opportunities  can be defined: 
 
1.  Validation and Evaluation   
Clinically, the overriding challenge -and 
obligation- is the extensive evaluation of each 
application.  This clearly is not a new concept: the 
need for clinical validation and evaluation has 
always been there.  However, novel ideas should 
rigorously and convincingly demonstrate that, for 
instance,  a certain visualization actually improves 
diagnostic accuracy, or that a particular interaction 
mechanism reduces users’ cognitive and visual 
workloads.   Although many ideas are attractive 
and intuitively convincing, they nonetheless remain 
unproven  hypotheses unless they are tested and 
validated. In this regard,  a number of well 
established evaluation methods should be more 
frequently used (e.g., using phantoms, quantitative 
comparisons with benchmarks and gold standards 
(when available),  ROC analysis, retrospective and 
prospective studies, and biostatistical experimental 
design studies that include statistically significant 
test cases). 
 
2.  Clinical Integration 
Closely associated with clinical evaluation is the 
concept of integrating the results of research 
directly into the  clinical environment.  In fact, 
evaluation and integration may sometimes be 
indistinguishable. In general, however, the results 
of the research activities must be integrated into the 
clinical setting at the earliest possible stage in order 
to insure user acceptance and routine clinical use.  
Here, too, a number of well known approaches can 
be invoked, including multicenter trials and 
possibly governmental or organizational approval 
mechanisms. 
 
3.  User-Centered Design and Usability Testing. 
It has been pointed out -and emphasized- several 
times in this report that perhaps the most important 
design component is the user interface. Although 
clinical evaluation is an imperative to demonstrate 
such basic characteristics as accuracy, reliability 
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and robustness, user-centered design and usability 
testing are equally important in determining 
whether  the system will in fact be used at all.    
Hence, from the very starting point of any project, 
well established HCI principles and methods must 
be used, stressing task analysis, workload 
reduction, user-centered design and usability 
studies, which call for a continuous iterative cycle 
of design-testing-redesign. 
 
4. Segmentation 
No list of open problems would be complete 
without this old nemesis.  Although a number of 
working solutions exist, we simply have not solved 
this problem (at least not in a fundamental, 
scientific sense). Perhaps a different formulation of 
the problem may be needed.  It may be that 
practical solutions can be formulated through a 
combination of currently available methods, 
application-oriented considerations, and some 
degree of user interaction.  A less ambitious though 
perhaps more  immediate problem is that of 
duplication:  a glance at current literature will 
quickly reveal that most groups are  probably using 
very similar (if not exactly the same) methods to 
handle a wide spectrum of  segmentation problems.  
It would be greatly beneficial to community  to 
create generally available libraries of algorithms 
whose design would permit their implementation in 
different platforms. 
 
5. Computational Efficiency and Reusable 
Software 
The equation that interrelates accuracy, precision, 
computational efficiency, and platform 
independence has become increasingly complex 
over the past few years.  The emergence of 
mathematically elaborate modeling methods, the 
proliferation of sophisticated (and heterogenous) 
interaction devices, the desire to create 
anatomically accurate virtual models, and the need 
to reduce perceived system response are some of 
the main contributing factors. A related subject is 
the creation of reusable drivers and middleware 
which can be made available to researchers using 
the same types of platforms and environments. 
These issues do not so much constitute a single 
problem to be solved in one fell swoop, but rather 
an ever-present and continuing challenge in terms 
of algorithmic efficiency, some standardization, 
and software engineering considerations. 
 
6. Widely Available Databases 
The Visible Human project set the stage for 
realizing the usefulness of high-quality, widely 
available data.  By serving as a sort of de facto 
benchmark, the project also hinted at  the 
advantages of establishing some type of standards 
in the creation and dissemination of useful 

information and virtual models.  Both researchers 
and clinicians will benefit from similarly well 
organized initiatives.  This goal, of course, presents 
a number of concomitant challenges, such as  
transmission-related issues, the need to create 
appropriate intuitive interfaces, efficient search 
engines and  indexing mechanisms, and addressing 
problems related to the digitization, 
standardization, security, confidentiality and 
general accessibility of clinical records.    These 
may be formidable challenges, transcending the 
technical arena into financial and political domains.  
Nonetheless, many of these difficulties will have to 
be at least partially overcome in order to make 
high-fidelity digital data more easily available.  
Frontier research thrusts in medical imaging can be 
viewed as a positive forcing function in this regard, 
although a more concerted organizational effort is 
certainly needed. 
 
7. Use of the Internet 
Ever expanding telecommunications and 
networking capabilities have not only enabled the 
exchange of data and other types of information 
within the community, but have also established 
useful and timely means of  communication among 
researchers and organizations throughout the world.  
However, these mechanisms have not been fully 
exploited by the community as a whole.  For 
instance, communications media could be used to 
provide a variety of  educational materials (e.g., 
courseware, self-help teaching aids, tutorials, etc.), 
organized informational services (e.g., current 
listings of ongoing events,  on-line repositories of 
software and peripherals vendors, pointers to "hot 
topics"  such as the latest advances in imaging 
systems, domain-specific search engines, etc.),  
communications services (e.g., teleconferencing 
and CSCW tools,  or other types of supports for 
collaborative purposes), and research supports  
(e.g., algorithms for compression, segmentation, 
registration, or applets for interactively visualizing 
data remotely, etc.).  A number of professional 
and/or international organizations are beginning to 
provide some of these services and materials, 
although a series of parallel, focussed and highly 
organized activities would have a better overall 
impact. 
 
8.  Prognosis and Outcomes Analysis 
As virtual models and simulation systems become 
more accurate and reliable, it may become possible 
to extend the  notion of planning, guidance and 
evaluation to include prognosis and outcomes 
analysis. For instance, it is possible to envision a 
simulation system that can support virtual surgery 
such that intermediate  (and ideally long-term) 
effects of therapy can be quantitatively predicted. 
Such a  system might be useful in exploring "What 
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if" scenarios from a clinical perspective, and could 
also prove to be valuable educational tools. The 
technical challenges are considerable, such as the 
formulation and validation of physiological models 
that can accurately forecast the evolution of disease 
or the effects of therapy, the creation of methods 
(possibly using case-based approaches) that can 
present possible outcomes given different treatment 
strategies, novel visualization methods that can 
capture and present these evolutionary processes, 
and the  underlying epidemiological studies on 
which the predictions and outcomes would be 
based.    
 
9.  Cost Consideration 
As has been pointed recently [Sat99; Rho97], one 
of the clear trends in health care today is a careful 
and frequent assessment of the so-called cost-
benefit ratio associated with any medical activity, 
including research.  Hence, it remains somewhat of 
a challenge to demonstrate that these advances 
would actually translate into tangible improvements 
in terms of reliability, efficiency, cost and overall 
quality of health care,  from the viewpoint of  the  
patient,  the clinician, and the health care 
organizations (private and public) that are 
eventually financially responsible.  From a research 

perspective, however, it is difficult and perhaps 
even counterproductive to place the cost-benefit 
ratio as the overriding principle guiding the 
scientific efforts.  In many cases  technical progress 
is neither inspired nor diminished by cost 
considerations.   Thus, in our opinion the challenge 
does not lie in imposing a cost-benefit ratio on 
research in general, but rather on identifying how 
or when (or whether) to do so. 
 
10. Reality Checks 
Lastly, it seems that many of the foregoing 
challenges might be summed up in the KISS 
principle: "Keep It Simple, Stupid."  Importantly, it 
should be recognized that simplicity does not 
preclude creativity, mathematical elegance or 
scientific rigor  - in fact, in most cases the simplest 
possible theory is the correct, most elegant, and 
most creative one.  Simplicity should also not be 
confused with being simplistic, as what is sought is 
the simplest possible solution to a problem, not just 
the simplest solution.  Hence, many of the 
challenges presented herein,  spanning such wide-
ranging issues as computational complexity, the 
degree of presence, patient comfort, etc., all call for 
scientific integrity combined with a measure of 
common sense. 
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